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Abstract—Much of the existing work in wireless ad hoc networking as- wireless nodes (e.g., students on a campus). Eachwnode-
sumes that each individual wireless node (possibly owned by selfish users)pending onits type (e_g_, Iaptop, PDA, cell phone), is associated

will follow prescribed protocols without deviation. In this paper, we ad- . :
dress the issue of user cooperation in selfish and rational wireless ad hocWIth an average cos; to forward a data packet, and this cost

networks using an incentive approach. Each node has a cost (known only to iS Only known to nodey;. We assume that, to stimulate coop-
itself) of relaying unit data for other nodes. In our protocols, each wireless eration among all wireless nodes, every wireless node is willing

node declares a cost for forwarding a unit data for any other node. When a to pay other nodes for relaying its data to and from the access
node wants to send data to the access point, it first computes the least cost

path to the access point and computes a payment to each node on the path POINt. Herev, is used to represent the access point of the wire-
We present a strategyproof pricing mechanism such that the profit of each less network to the wired network. In addition, we assume that
wireless node is maximized only when it declares its true cost. We also give the routing from each node to the access point is connection-
a time optimal method to compute the payment in a centralized manner. .

We then discuss in detail how to implement the algorithm in the distributed oriented. Each nOdej on the network declares a CQSII for
manner. We conduct extensive simulations to study the relation of the total relaying a data packet, which could be different from its true
payment of a node to the total cost incurred by all relay nodes and found costc;. Then node; computes the shortest paiv;, vo, d) to

that the ratio of the total payment over the total cost is small. Our protocol : :
works when the wireless nodes wilhot collude and we show that no truth- connect the access powuaccordlng to the declared cost vector

ful mechanism can avoid the collusion of arbitrary two nodes. We also give @ = (do, dl’ -+ ,dn_1). For each node;, nodev; computes a
truthful mechanism when a node only colludes with its neighbors. paymenpz (d) according to the declared cost vectorTheutil-
i Iﬁ?év;cél::\j,vso—rstc.)n—cooperatlve computing, unicast, game theory, wireless ity, in standard economic model, of nOdﬁiS W = pg(d) —¢
if node v, relays data fow;; otherwise it isp] (d). Naturally, it

is preferred that each nodg declares a cost; = ¢;. Since
users are self-interested and rational, there is no guarantee that

In awireless network, each wireless node can only send sigttedy will reveal its cost truthfully unless they are convinced that
to nodes within some transmission range. A source node cadiey cannot do better by declaring a different cost. The objective
municates with far off destinations by using intermediate nodeéthis paper is then to design a payment scheme such that each
as relays. Traditionally, it is assumed that nodes in wireless B@dev; has to declare its true cost, i.€,, = c;, to maximize its
hoc networks will always relay packets for each other thus eutility. Then we study in detail how to implement the protocol
suring the network connectivity and throughput. However, thedficiently and truthfully.

limitation of energy supply raises concerns about this traditional By assuming the nodes will not collude, we present a strate-
belief. gyproof pricing mechanism such that the profit of each wireless
Consider a user in a campus environment equipped witthgde is maximized only when it declares its true costs. In our
laptop. The user might expect that his battery-powered laptgpytocol, when a node wants to send data to the access point, it
will last without recharging until the end of the day. When hfyst asks all nodes to declare its cost of forwarding, and com-
participates in various ad hoc networks, he will be expected §gites the least cost path (LCP) to the access point. It then com-
relay traffic for other users. If he accepts all relay requests, Eﬁtes a payment to each nodgon the LCP, which isi;, plus
might run out of energy prematurely. Therefore, to extend hige difference between the cost of the least cost path without
lifetime, he might decide to reject all relay requests. If evelysing v, and the cost of the least cost path. We show that our
user argues in this fashion, then the throughput that each Ysgyment scheme is strategyproof, i.e., the profit of each wire-
receives will drop dramatically. Srinivasat al. [1] studied |ess node is maximized only when it declares its true costs. We
the trade-off between an individual user’s lifetime and througIaTesem a time optimal method to compute the payment in a cen-
put. Here, we argue that the node may refuse to relay the d@f@lized manner. We then discuss in detail how to implement the
packets for other nodes at all. For example, when a student $gdorithm in the distributed manner. We conduct extensive sim-

dom uses the network, it is not in his/her interest to relay thgations to study the relation of the total payment of a node to
packets for other nodes since it only consumes its battery fas{gg total cost incurred by all relay nodes.

Clearly, selfish wireless nodes may hinder the functioning of the_l_h tof th . ized as foll In Section II

network completely. Thus, a stimulation mechanism is required be' rfels dc') © parrJ]e; IS orlgamtﬁe ' as 1o f?wsf. nd ection d

to encourage users to provide service to other nodes. Cooﬂé@—a riefly discuss what IS algorithmic mechanism design an
t

I. INTRODUCTION

ation among nodes in an ad hoc network has been previou t is the network model used in this paper, formally define
addressed in [2], [3], [4], [5], [6], [7], [1] problem we want to solve, and then review the related work.

In this paper, we consider a Sét= {vg, v1, -+ ,vn_1} Of n We present our pricing mechanism in Section Ill. We discuss in
detail how to compute the payment fast and how to compute it
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are rational and no collusion between nodes. We also condict], Clarke [12], and Groves [13]. A direct revelation mech-
simulations to show that the overpayment to the relay nodes acismm = (o(t), p(t)) belongs to the VCG family if (1) the
cording to the pricing scheme is small compared to the actualtput o(t) computed based on the type vectomaximizes
cost of the least cost path. We conclude our paper in Sectionthé objective functiory(o,t) = >, w'(t!,0), and (2) the pay-
with a discussion of possible future works. ment to agent is p’(t) = 3, w’ (¥, 0(t)) + h'(t™"). Here

Ri() is an arbitrary function ot~%. It is proved by Groves
[13] that a VCG mechanism is truthful. Green and Laffont
A. Algorithmic Mechanism Design [14] proved that, under mild assumptions, VCG mechanisms are

The purpose of this subsection is to review the basics of the only truthful implementations for utilitarian problems, i.e.,
gorithmic mechanism design. Readers familiar with this shouo,t) = > w'(t', ?)' o )
skip to the next subsection. Refer the early papers of Nisan and\n output function of a VCG mechanism is required to
Ronen [8], Feigenbaum, and Shenker [9] and Feigenbaum, Ptaximize the ok.)Je.ctlv'e functlgn (mlnlmlzat|on problem can pe
padimitriou, and Shenker [10] for more detailed description. treated as maximization easily). This makes the mechanism
A standard economic model for analyzing scenarios in whi@@mputationally intractable in many cases. Notice that replacing
the agents act according to their own self-interest is as follow{g€ optimal algorithm with non-optimal approximation usually
There aren agents. Each agentfori € {1,---,n}, has some €ads to untruthful mechanisms.
private informationt?, called itstype The typet’ could be its
cost to forward a packet in a network environment, could be s Network Model
willing payment for a good in an auction environment. Then wWe consider a setV = {vo,v1,--- ,v,_1} Of n wireless
the set ofn agents define a type vector= (t',¢%,--- ,t"), nodes. Herey is used to represent the access point (AP) of
which is called theprofile. There is an output specificationthe wireless network to the wired network if it presents. Let
o = (01,02, -+ ,0,) that maps each type vectorto a set of ¢ — (V, E) be the communication graph defined By where
allowed outputs. Agents preferences are given by a valuatiorg is the set of linkgv;, v;) such that the node; can commu-
functionw* that assigns a real number (¢*, 0) to each possi- nicate directly with the node;. We assume that the grajgh
ble outputo. Here, we assume that the valuation of an ageftnode biconnected. In other words, the remaining graph, by
does not depend on other agents’ types. Everything in the sggémoving any node; and its incident links from the grag#, is
nario is public knowledge except the type which is a private still connected. The bi-connectivity of the communication graph
information to agent. G will prevent the monopoly on the network as will see later in
A mechanism defines, for each ageénta set of strategies addition to provide fault tolerance.
A'. For each strategy vectar = (a',---,a"), i.e., agent We also assume that each wireless node has an omni-
plays strategy.’ € A, the mechanism computes amtput gjrectional antenna and a single transmission of a node can be
0= 0(@17 -++,a") and apaymentvectorp = (' .P"),  received byany node within its vicinity, i.e., all its neighbors
wherep® = p*(a). Here the payment' is the money given to in . A nodew; can receive the signal from another nagef
each participating agentIf p* < 0, it means that the agent hasyodeu, is within the transmission range of the sendgerOth-
to pay—p* to participate in the action. Agen’s utility isu" = erwise, they communicate through multi-hop wireless links by
w'(t*,0) + p'. By assumption of rationality, agenalways tries sing some intermediate nodes to relay the message. Conse-
to maximize its utilityu’. A mechanism istrategy-proofif the  quently, each node in the wireless network also acts as a router,
types are part of the strategy spateand each agent maximizestorwarding data packets for other nodes. We assume that each
its utility by giving its typet* as inputregardlessof what other jreless nodes; has a fixed cost; of relaying/sending a data
agents do. Let* denote the vector of strategies of all Othebacket to any (or all) of its outgoing neighbors. This agds a
agents except, i.e,a”’ = (a',a® -+ ,a" ,a™, - [a"). private information, only known to node. In the terminology
Letal'b = (a',a? -+ a’"",b,a", -+ a"), i.e., each agent of economic theorye; is the type of nodey;. All n nodes to-
j # iuses strategy’ except that the agentses strategy. The gether define a cost vector= (co, c1, - - , c,—1), Which is the
following are some natural constraints which any for strategyrofile of the networlG.

proof mechanism must satisfy: _ In this paper we restrict our attentions to a unicast between
1. Incentive Compatibility (IC) : The payment should satlsfyany nodev; and access point, only, it is not very different to

the incentive compatibility, i.e., for each agent generalize to arbitrary node between any pair of nagesnd
w'(t', o(al't")) + p'(al't') > w'(t', o(al’a’)) + p'(al'a’).  Vi-

Il. TECHNICAL PRELIMINARIES

Thus, revealing the typé is thedominating strategy C. Statement of Problem
2. Individual Rationality (IR) : Itis also called Voluntary Par- . .
ticipation. Every participating agent must have non-negative!f @ nodev; wants to send data to the access pointtypi-

utility, i.e., u’ (¢, p) > 0. cally, the least cost path (with minimum total relaying cost) from
3. Polynomial Time Computability (PC): All computation is nodev; to nodev,, denoted byP(v;, vo, ¢), is used to route the
done in polynomial time. packets. Consider a path(i,0) = v, , v, _,, -y, Vr, CON-

VCG MECHANISM: Arguably the most important positive Necting nodey; and nodey, i.e.,v,, = v; andv,, = o, and
result in mechanism design is what is usually called the getedev,, can send signal directly to node, _,. The cost of the
eralized Vickrey-Clarke-Groves (VCG) mechanism by VickrepathlIl(i,0) is Zj;} cr,;» Which excludes the cost of the source



and the target nodes. afterd’ rounds, where!’ is the maximum of diameters of graph

To stimulate cooperation among all wireless nodes, ngdeG removing a node:, over all k. However, they [15] agreed
pays some nodes of the network to forward the data for nothet, “one important issue that is not yet completely resolved is
v; to the access point. Thus, each nadeon the network de- the need to reconcile the strategic model with the computational
clares a costl;, which is its claimed cost to relay the packimodel”. On one hand, the nodémay have incentives to lie
ets. Note that here; could be different from its true costabout costs in order to gain financial advantagehd the strat-
¢;.  Then nodev;, computes the least cost pakfhv;,vg,d) egyproof mechanism (essentially, a VCG mechanism) removes
to connect the access point according to the declared costhese incentives. On the other hand, it is these nodeSmaie-
vectord = (do,d1,--- ,dn—1). For each node;, nodev; ment the distributed algorithm we have designated to compute
computes a paymeny (d) according to the declared cost vecthis mechanism; even if the nodes input their true costs, what is
tor d. Theutility, in standard economic model, of nodgis t0 stop them from running a different algorithm that computes
w! = pl(d) — (i) - ¢;, wherez; (i) indicates whethep, re- Prices more favorable to them?”
lays the packet. We always assume that the wireless nodes a/dnderegg and Eidenbenz [16] recently proposed a routing
rational: it always tries to maximize its utility’. protocol for wireless ad hoc networks based on VCG mecha-

We assume that the castis based on per packet or per sed?ism. They assumed that each link has a cost and each node is a
sion, whichever is appropriate. If the cost is per packet ands@lfish agent. They showed that the total payment over the cost
nodew; wants to send: packets to the access poiny in one Of the shortest path is bounded by a constant fact@#gf: by
session, then the actual paymentpfo a nodev;, will be s -pf. assuming that every node can adjust its transmission range.

If the payment scheme is not well-designed, a nodenay There is a vast literature on the mechanism design or imple-
improve its utility by lying its cost, i.e., declares a cdstsuch mentation paradigm in which some mechanisms are designed
thatd; # c;. The objective of this paper is then to design to achieve the socially desirable outcomes in spite of user self-
payment scheme such that each nogldas to declare its true ishness. Some of these approaches use Nash equilibrium rather
cost, i.e.,d; = ¢;, to maximize its utility. Using the standardthan strategyproofness. That is, they assume that simultaneous
assumption from economic model, we assume that the wirelésish play leads to a self-consistent equilibrium, calléthah

nodes daot collude to improve their utility. Equilibrium, in which no agent can improve its utility by de-
viating from its current strategy when other agents keep their
D. Related Work strategies. The Nash implementation approach involves design-

Routing has been part of the algorithmic mechanism-desitil¢ resources allocation mechanisms with Nash equilibriums
from the beginning. Nisan and Ronen [8] provided Hat yield the socially desirable outcomes. In contrast, strate-
polynomial-time strategyproof mechanism for optimal route sgyProofness ensures that no matter how other agents behave,
lection in a centralized computational model. In their formuldruthful revelation is the optimal (or called dominant) strategy
tion, the network is modelled as an abstract grapk: (V, E). for each agent. In other words, they do not have to exhaust their
Each edge of the graph is an agent and has a private t#fpe computational power to find a better strategy. Notice that since
which represents the cost of sending a message along this efsh equilibrium has a weak requirement on the strategies used
The mechanism-design goal is to find an Least Cost Path (LdI)the agents, it often can achieve a much wider variety of out-
P(x,y) between two designated nodesandy. The valuation COMES.
of an agent is —t¢ if the edge is part of the pattP(z, y) and0 Some researchers use totally different methods to deal with
otherwise. Nisan and Ronen used the VCG mechanism for p#ye selfish wireless networks. We briefly review some of them
ment. The payment to agenis 0 if ¢ is not on the LCAP(z, ), as follows.
and the payment i®¢_ (.} (z,y) — Dg(z,y) if eis onP(z,y). In [4], nodes, which agree to relay traffic but do not, are
Here D¢ _ () (x,y) is the cost of the LCP through G when edgéermed as misbehaving. They uséhtchdogand Pathrater
e is not presented anB¢ (z,y) is the cost of the LCAP(x,y) to identify misbehaving users and avoid routing through these
through G. Clearly, there must have two node disjoint paths camedes. The former runs on every node keeping track of how the
nectingz andy to prevent the monopoly. The result in [8] carother nodes behave; the latter uses this information to calculate
be easily extended to deal with all-to-all traffics instead of tlibe route with the highest reliability. Notice that this method ig-
fixed source and destination node. nores the reason why a node refused to relay the transit traffic for

Feigenbaunet. al[15] then addressed the truthful low cospther nodes. A node will be wrongfully labelled as misbehaving
routing in a different network model. They assume that eaghen its battery power cannot support many relay requests and
nodek incurs a transit cost;, for each transit packet it carries.thus refused to relay.

For any two nodesand; of the networkT; ; is the intensity of  In [2], [3], [6], [5], a secure mechanism to stimulate nodes
the traffic (number of packets) originating froivand destined to cooperate and to prevent them from overloading the net-
for nodej. They present a strategyproof payment scheme suegbrk is presented. The key idea is that nodes providing a ser-
that each node is given a payment* to compensate it for car- vice should be remunerated, while nodes receiving a service
rying transit traffic. Their scheme again is essentially the VCs&hould be charged. Each node maintains a counter, called
mechanism. They gave a distributed method such that each ngld¢ counteyin a tamper resistant hardware module. The nuglet

i can compute a numb@@- > 0, which is the payment to nodecounter decreases when the node wants to send a packet as orig-
k for carrying the transit traffic from nodeto nodej if nodek inator and increased when the node relays a packet. The value
is on the LCPP(i, j). The algorithm converges to a stable statef nuglet remains positive, which means that if a node wants



to send packets as originator, it must have forwarded enoughwith the minimum cost, which is known &v;, v;, d). Our
packets for other node. To jump-start the system, each nod@ayment scheme is also based on the VCG. The payment for
initially assigned a positive nuglet value. When a node wamsdeuvy, is 0 if v, ¢ P(v;,v;,d). Otherwise, its payment is
to send packets to other node, it pays each relay nadeylet,
and its nuglet counter is decreased by the hops of the path used.  p}(d) = ||P—, (v;,v;, d)|| — |P(vi, vj,d)|| + d
Based on this concept, they proposed an acceptance algorithm
to decide whether to accept or reject a packet relay request. TH¥€ P, (vi, v;, d) denotes the least cost path between node
acceptance algorithm at each node attempts to balance the ntinfind v; if we remove nodev; from the original graph, and
ber of packets it has relayed with the number of its packets that|| denotes the total cost of a path This payment falls into
have been relayed by others. the VCG mechanism, so it is strategy-proof. In other words, if
The approaches presented in [2], [3], [6], [5] can be viewed ds = ¢k nodev, maximizes its utilityp (d) — @, - ;. Here
a fixed price payment.For a selected path connecting the soufee= 1 if vk € P(vi, v;, d), otherwiser;, = 0.
and the target node, each node on such path isgragshuglet
and the source (or target) is chargeduglets, wheré is the
number of relay nodes on the path. If a node does not initiate arhe very naive way to calculate the payment for all nodes on
traffic, then it does not have any incentives to relay the traffic ftheP(v;, v;, d) is to calculate every node’s payment using Dijk-
other nodes since nuglet does not have actual monetary valuetif's algorithm. In the worst case there will ©¢n) nodes on
the nuglet reflects actual monetary value, then a node may gtigP(v;, v;, d), so this naive algorithm will result in a time com-
refuse to relay the packet if its actual cost is higher than tidexity O(n?logn + nm). In [18], Hershberger and Suri pro-
monetary value of the nuglet. vided a fast payment calculation algorithm fedge weighted
In [7], two acceptance algorithms are proposed, which ageaph (by assuming the edges are rational agents). Nardelli,
used by the network nodes to decide whether to relay traffic Bnoietti and Widmayer [19] studied a similar question of finding
a per session basis. The goal of these algorithms is to batantlee most vital node of a shortest path in an edge weighted graph,
the energy consumed by a node in relaying traffic for others wiéind gave a method to do so in timigm + nlogn). Borrow-
energy consumed by other nodes in relaying traffic and to fifity some ideas from [18], we present @fn logn + m) time
an optimal trade-off between energy consumption and sess@@mplexity algorithm for fast payment calculation innade
blocking probability. By taking decisions on a per session basigeightedgraph. Consider anodg € P(v;, v;, G) and we want
the per packet processing overhead of previous schemes is etiorsompute|P(v;, v;, G\vg)|. The basic idea of our algorithm
inated. In [1], a distributed and scalable acceptance algoritfigrfor a pair of nodes,, v, such thaw,v, € G, we calculate the
called GTFT is proposed. They proved that GTFT results prathP(v;, v,, G\vi) andP (v, v;, G\vy) separately. Then we
Nash equilibrium and proved that the system converges to theget the path with the minimum cost from to v; without node
tional and optimal operating point. We emphasize, however, thatand having, v, on it. Choosing the minimal value among all
all the above algorithms are based on heuristics and lack a fetlgesu, v, € G, we get||P(v;, v;, G\v)||. Our method works
mal framework to analyze the optimal trade-off between lifetinas follows.
and throughput. More importantly, in their network model, they
assumed that each pathlisops long and thérelay nodes are

chosen with equal probability from the remaining- 1 nodes, andv; respectively and denote them 88T (v;) andS PT (v, ).

which is unrealistic. We also assume that
In[17], Salemet al. presented a novel charging and rewarding

scheme for packet forwarding in multi-hop cellular networks. In
their network model, there is a base-station to forward the pack-
ets. They use symmetric cryptography to cope with the lyingherey, = v; andv,, = v;. For a nodeyy, € P(v;,v;,G), let
To count several possible attacks, it pre-charges some nodes and ) pe the cost of LCP from; to vj, andR(v,) be the cost of
then refunds them only if a proper acknowledgment is receivetep from,, to v;.

The basic payment scheme is still based on nuglets. 2. This step calculates a level (denotedwadevel) for every
nodew;, on the graplG. If removing a node),, € P(v;,v;, G)
would cause node;, neither connects to; nor connects te;

A. Payment Scheme in the treeSPT (v;), we setvy.level = 1.

3. For every nodey, & P(v;,v;,G), we findP(vy, v, G\vy,),
Owh_erel = vg.level. Let R™!(v;) denote||P(vg,v;, G\vy,)].
Al such paths can be found in total tind&n log n + m) using
the following approach.

We find pathsP (v, v;, G\vy, ), Wherel starts froms to 1. As-

Lt is impossible to strictly balance the number of packets a node has relafééme that we have fo_und such LCPs for all ”F’des with level
for other nodes and the number of packets of this node relayed by other notiés h, and we start to find the LCPs for nodes with leke}l 1.
since, in a wireless ad hoc network, majority of the packet transmissions @ifom Lemma 2, we know tha(vy, v, G\v,,) does not con-
relayed packets. For example, consider a path bbps.h — 1 nodes on path tain any node with level less than We find the nodey,, with

relay the packets for others. If the average path length of all routestlsen ) =
1 — 1/h fraction of the transmissions are transit traffics. level h — 1 such thate, + ||P(ve,v;, G)|| is minimum, where

B. Fast Payment Computing

Algorithm 1: Fast VCG Payment Computing
1. First we calculate the Shortest Path Tree (SPT) rooted at

P(’Ui,’Uj, G) = UprgUpy =" Up_ Urg,

IIl. THE PRICING MECHANISM

Assume that the nodg has to send packet tg through the
relay of some other nodes. It pays these relay nodes to ¢
pensate their costs for carrying the transit traffic incurred;by
The outputo(d) of the algorithm is the path connecting and



vpve € G andu, is processed. ThefP(vy,v;, G\vy, )| =
cq+||P(va, v;, G)| and we mark node;, processed. Repeat the
above step until all such least cost paths for all nodes have been
found. P, Py
4. For nodev;, and each of its neighbotg such tha,.level <

vy.level, we calculatel(v,) + R~ (vy) + ¢, + c,. Choose the

neighborv, with the minimum value of.(v,) + R~ (vx) +cs + Vi Vi, Vi, Vi,
cx and denote it ag~!(vy), wherel is the level of nodevy.
Among all nodes with labél choose the one with the minimum Fig. 1. Observation of, -avoiding shortest path.
c~!(vy) and set! to this value, i.e.,
c = min ¢ Y(wp). Lemma 3: Consider the patl®_,, (vg,v;,G\vy,). If there

vi.level=l

exists a nodey;. on this path withvg:.level < vy.level, then

5. For each node,, € P(v;,v;,d), wherel starts froms — 1 nodeuv;, cannot appear on t“%—v” (vi, v, G\vy,).

to 1, we use a heaf to find the path containing an edgguv, The proof of this lemma is omitted due to space limit. Lemma

with minimum cost such that,.level < | < vy.value. The 3 allows us to only focus on the path connectingandv; that

heapH has node®,v, corresponding to all such edgesy, € avoids nodes; with vi.level < vy.level.

G. The value of a node, vy, is L(v,) + R(vp) + ¢q + ¢ An Now we analyze the time complexity of this algorithm. First,

edgev, v, is added tod at most once and deleted frafhonce. the shortest path tree can be calculate@{m log n + m), and

Find the node with the minimal value i and compare this with the SPT it only takes us linear time to fint(v;) and

value withc~!, and the minimal of these two values is set aR(v;). As discussed, we can calculate the vaRe (v,) for

IP—v,, (vi,v5,d)]|. all nodesuvy, in time O(nlogn + m). Assume the number of

6. Calculate the payment to nodg as follows nodes with label is n; and nodev,’s degree isdeg(vy), then

it will take at most_, ;.,.;—; deg(vi) + nilogn; to find the

c¢~'. Summingl from 1 to s — 1, we get the time complexity as

Zdeg(vk)—i—zls:_ll nylogn; < m+nlogn. Thus, the third and
The correctness of this algorithm comes from the fO"OWinﬁ)urth Steps will take time Comp|exity Gﬁ)(n logn + m) also.

observations of the shortest-avoiding path. The fifth step will have at most: insertions, andr deletionsj
Lemma 1:Assume that, for a node, € P(v;, v, d), extract-min operations, which takes ti¥m +n log n). Over-

all, the time complexity is stilO(m + nlogn).

Pl = 1P, (v )| — [P (i, vy, )| + d,

P_y,, (Vi,vj,d) = v,vr, -+ v, v,
whereu,, = v; andv;, = vj. If vy, .level > I thenuy, .level > 1 C- Distributed Algorithm for Payment Calculation

forall b > a- , o Unlike in the wired or cellular network, wireless ad hoc net-
Proof: \We prove it by contradiction. Assume that therg,q s are lack of a centralized authority. Thus, it is more de-

exists a pair oﬁ andb such thaty;, .level < I, fula.?evel >l gjrable to compute this paymepit to a relay nodey, in a dis-
andb > a. Notice thatP(v;, v, , ) doesn't contain node,,  yipted manner. In the following sections, we discuss how to
sinceu,.level < 1. Thus, replacing path;,vi, - v, v, BY  compute the payment of a node to all the relay nodes truthfully
path P(v;, v,, &) concatenated withy,,, --- v, v, Will &=y 3 gistributed manner. Assume that there is a fixed destination
sult in av,,-avoiding path with smaller weight since the pathy,qe,, . Our distributed algorithm will compute the payment
P(vi, v,, &) C SPT (v;) will only use nodes with level at most ot o ach node; to all its relay nodes. The distributed algorithm
vy, -level < 1, while the subpathy, vy, - - vy, _, v, USESNOA@1,  has two stages. First, all nodes together find the Shortest Path
with level at least. This finished our proof. B Tree (SPT) rooted at nodg. We assume that the SPT tree does
Lemma 2:For a nodev;, such thatvg.level = I, then pothave a loop. Let(i, 0) be the cost of the shortest path from
P(vs, vj, &) cannot contain any node,, witha <. nodewv, to nodev;. Second, every node, computes its pay-
Proof: ~ Again, we prove it by contradiction.  AS-nent,k in a distributed manner which is based on the algorithm
sume there exists a nodg, such .thatvk.level = l and i, Feigenbaunet al. [15].
P(vg, vj, G) contains a nodey, with a < L. Obviously, oo a6 can be easily implemented using Dijkstra’s al-
P(vi, vr, G) contains pattv,,vy, -~ vy,_,vr,. For simplicity, gorithm, so we omit this one. In the second stage, we first form
we assume that patR(v;, vg, G) is compos_ed (.)f wo sub- a shortest path treE root at nodeyy, and every node knows its
paths vy, vy, -+ vy, vr, @Nd Py as shown in Figure |II-B. parent and children in treg. Initially at nodev;, each entry?
Similarly, we assume thal (v, v;,G) is composed of wo is set tooo, if vy, is on the LCPP(c, i,0); otherwisep? is sét
subpathsP, and vy, vr,,, - Ur, ,vr,. Let P be the subpath v “£yery node now broadcasts its entrigsto its neighbors.

v;;”""]jrl 'rﬁ';’ﬁ"l*l”r”' I:t's efalsy tot ShO\;V thﬁP?H + gPP,H nSd When nodev; receives an updated price from a neighbgrit
1P| from the property of least cost pat(v, vy, G), a updates the price entries as follows:

|P1|| + ||Ps]| < |/P| from the property of least cost path ,
P(ur,v;,G). Consequently, we haviPs|| < 0, which is a 1. If v; is the parent ob;, nodev; then updates
contradiction. This finishes our proof. | X b

Similarly, we have p; = min(p;,p;) if vp € P(vs,v0,0).



2. If v; is the parent ob;, nodev; then updates
pr = min(pf,p? + ¢+ ¢;) if vy € P(v;,v9,¢).

3. If nodesv; andv; are not adjacent in tre&, for everyv, €
P(c,4,0), nodev; then update’ as follows. Ifv, € P(v;, vo, c)
then

pi = min(pf, pf + ¢j + ¢(j, 0) — ¢(3,0));

If vy ¢ P(’Uj, Vo, C) then

. . . Fig. 2. The node has the incentive to lie about his shortest path
k k
p; = min(p;, ek + ¢; + ¢(4,0) — ¢(4,0)).

Whenever any entry® of v; changes, the entry® is sent : ; _ . _ ] ]
to all neighbors ofy; by nodev;,. When the network is static, The first case is that, 7 FH (v;): If D(v;) +¢; < D(v;) then

the ori tries d tonicall d 0 st r‘gdevi contactsv; directly using reliable and secure connec-
e price entries decrease monotonically and converge to stgplg askingu; to update hisD(v;) to D(v;) + ¢; and FH (v;)
values after finite number of rounds (at mastounds).

to v;. After the necessary updating, broadcasts this informa-
D. Compute the Payment Truthfully tion. _
. , L The second case is that = FH(v;): If D(v;) + ¢; # D(vj)
In the previous subsection, we presented a distributed methpd,, nodey; contactsy; directly using reliable and secure con-

to compute the payment of based on a strategyproof Pricindnection asking node; to update hisD(v;) to D(v;) + ¢; and
mechanism for unicast routing. Notice that this algorithm reliqﬁH(v ) tov;. After the necessary updating, nodebroadcasts
on the selfish node; to calculate the paymenpt to nodewy, this ini‘ormation.

which cannot prevent nodg from manipulating the calculation
in its favor. In [15], the authors pointed out that if ageats 1
required to sign all of the messages that they send and to vey)
all of the messages that they receive from their neightiben nodep, that triggers this change.

the protocol can be modified so that all forms of cheating Whienv- receives informatiop! from its neighbom;, it up-
detectable. Notice that even using this approach, all nodes mg's ! J ’

Second Stage:
For every node;, when its entry fop¥ changes, it not only
adcasts the value of, it should also broadcast that which

tes thep® using the updating algorithm presented in previ-
keep a record of messages sent to and received from its nel AL R 9 P 9ajg P P

bors so that an audit can be performed later if a disagreems subsection. Ad(imonally, I@ triggers the. change _fq’j "
happens. it should recalculate’; for v; using the updating algorithm in

While it is quite obvious to conceive that the nogehas the previqus se_ction to verify it. If his answer and thg payment sent
incentive not to correctly calculate his paymefitin the second oM its neighbor does not match, nodethen notifiesy; and
stage, it is not so straightforward to notice that the nodaiso ©ther nodes. Node; will then be punished accordingly.
has the incentive to lie about his shortest path even in the firstt iS €asy to verify that this algorithm is truthful and no node
stage. We give an example to show that even we can guars@? lie about its neighbor information and do not follow the pay-

tee that nodey; calculates his payment truthfully in the second€nt calculation procedure. The problem remaining is how to

stage, it is not unnecessary for us to worry about nodes’ lying'figke it more efficient.
the first stage. In Figure 2, the shortest path betwgesmdv,
should bev; vyav3v2v9, it is easy to calculate;’s payment tavs,
vz anduy is 2, so the overall payments If v, lies that it is not Using the standard assumption from economic model, we as-
a neighbor ofvy, then its shortest path becomessvg, now it  sumed that the wireless nodes Wt collude to improve their
only need to pays 5 to send a packet. Thus, nodebenefits utilities. There are several possible ways such that some nodes
by lying about its neighborhood connection information, whicban collude. For example, if two nodeg, andwv, know that
consequently changes the SPT. This problem rises from the fdaet removal of them will disconnect some nodes from the access
that the least cost path is not necessarily the path that you paynt, then these two nodes can collude to declare arbitrarily

E. Collusion of Nodes

the least. large costs and charge a monopoly price together. Notice that,
To solve this, we present a new distributed method as followsy declaring much higher costs together, one node’s utility may
Algorithm 2: Modified Distributed Algorithm decrease, but the sum of their utilities is guaranteed to increase
First Stage: (thus, they share the increased utilities).

1. For every node;, it has two entriesD(v;) stores the short-  We point out here that the collusion of nodes discussed here is
est distance toy and F H (v;) stores its corresponding first hopdifferent from the traditionagjroup strategyprootoncept stud-
neighbor. Initially, ifv, is v;’s neighbor then seb(v;) to 0 and ied in [20], [21]. A pricing mechanism is said to be group strat-
FH(v;) tovg; else sefD(v;) toco andF'H (v;) to NULL. Every  egyproof in [20], [21] if any subset of agents colludes, then each
node broadcasts its information to its neighbors. agent of this subset cannot improve its utility without decreas-
2. For every nodev;, when it receives information from itsing the utility of some other agent. Clearly, this formulation of
neighborv;, it comparesD(v;) with D(v;) + ¢;: if D(v;) > group strategyproofness cannot capture the scenario when the
D(vj) + ¢; then setD(v;) to D(v;) + ¢; and FH(v;) to v;.  profit can be transferred among all colluding nodes, which hap-
There are two cases here: pens very often in real world. We then formally define what is



k-agents strategyproafechanism as follows. d; = d;,, v; is on the LCP. Now fixing/~¢ and increasing node
— . . . ;'S declared cost fromd;, to d;,, there must exisi; € [d;,, d;,
Definition 1: A mechanism is said to bé&-agents strate- Y 2 iz, dia]

i wh bset of s of sitecollud ih such that; ison LCPifd; < a;, v; isnoton LCP ifd; > a;, and
gyproot i, when any subset of agents or SIKCONUTes, e i\ 1nown whenl; = a;. For nodey;, its utility and payment

%Yo not depend on its own declared cdst From Lemma 5,

its payment is a constai; whend; < a; (since the output

remains the same for every < a;) and another constar;
Clearly, we cannot designteue group strategyproomecha- whend,; > a;. From the incentive compatibility of node, we

nism for the unicast routing problem studied here: if all noddgve P, — d; > P;, for anyd; < a;, since we have to prevent

but nodev; collude and declare arbitrarily high cost, then nodeodew; from lying its cost fromd, to a number larger that;.

v; has to pay a payment arbitrarily higher than the actual pagimilarly, to prevent; lying down its cost from a number larger

their types. A mechanism igue group strategyprooff it is
k-agents strategyprodir any k.

ment it needs to pay if these nodes do not collude. thana, to ad; < a;, we needP; — d; < P, for anyd; < a;.
Directly from the incentive compatibility property, for anyThus, we have’; — P, = a;.
truthful mechanism, we have: Suppose” (d|id;,) = p*(d|'d;,) + 6. We first consider the

Lemma 4:Assume nodev;'s valuation. is qf the form cases < 0. Considering the graph with profile = (d|’d;, ),
w'(o0,¢;). For any strategyproof mechanism, if the output clearly nodev; is not on the LCP and its utility i®;. Thus, the
keeps unchanged, then tpaymentand utility of nodev; do  sum of nodev;, andw;’s utility, when nodev; declares cosi;, ,

not depend ow;. is
Furthermore, for ang-agents strategyproof mechanism, we _ o _ o
have a stronger conclusion: uf(d'd;,) +ui(d]'d;,) = pF(d|'ds,) + Pi — xp - ek,

Lemma 5: Suppose every node’s valuation is of the form 4 4 _ _
w'(o,c;). For any2-agents strategyproof mechanism, as longherex, = xi(d|'di,) = xx(d|'d;,). Now consider scenario
as the outpub doesn't change, nodg’s paymenandutility do  Whenv; declares its cost as, < a;. The sum of nodey, and
not depend on the profilé v;'s utility becomes (since;, remains the same)

Proof: From lemma 4, we know* (o, c;) does not depend

k(g if )i kg, - o
on d; since we assume the outputs not changed when node “ (d*di;) +u'(dl'diy) = p (d“dlz‘) +% T - € — i,
v; declaresd; instead ofc;. Thus, we just need prove that its > p’“(d\ldi,,) + P, —xyp, - ¢,
utility qtossn’t dtepg_n(tj_ on iny other_tno?_tle_s"ddec(ljared ((:jost. We = p"d'd;))+ P —ap-cp—6
prove it by contradiction. Assume its utility’(d) depends on > uk(dlFer) + ui(d]rer)

a nodevy’s declared costl;, then there existdy, # di, and
u'(d|*dy, ) # u'(d|"dy,). Without loss of generality we as-Tpis implies thaty; andvy can benefit together by asking to
sume thaw'(d|*dy,) > u'(d|*dy,). From lemma 4, we have |iq its cost fromd.. to d.
u(d|*dy,) = u*(d|*dy,) since outpub is not changed. Con- TG
sider the case with original profile= d|’“dk2. Nodewv; can ask
vy, to lie its cost tody, , thus increase;’s utility while keeping
v’'s utility unchanged, which violates the incentive compatibi
ity of 2-agents strategyproof mechanism. |
In the following discussions, we restrict our attention to thgk (g|ic,) + u'(d|'c;) = p*(d|’c;) + P, — x} - e — ¢
unicast scenario. Remember thatdenotes whether a node ks i T ,
is on the least cost path or not. LEX' be the set of profiles prldfdi,) + B = ap o —aite
such thatr;, = 1, i.e., nodev;, is on the LCP;D% be the set = pF(d|'d;,) + P — ) - e + e,
of profiles such that;, = 0, i.e., nodev; is not on the LCP. _ ) )
Clearly, D} | D} comprises all possible profiles. From lemmavherez), = x(d|"c;). Now consider scenario when declares
5, we have the following: its cost asi;,. Notice thatd;, > a;. The sum of nodey, and
Lemma 6: Assume thatd is a2-agents strategyproof mech-vi's utility becomes
anism for unicast and its outputis the LCP connecting the , . P
source and target. For any nodg if ), doesn’t change, then (d*di,) +u'(d]*di,) =
p* calculated byA is independent of. =
Proof: We prove it by contradiction. Suppose nogées > pF
payment depends o, then there exists two profiléd|id;, ) u
and(d|'d;,) such thatd;, > d,,, p*(d|'d;,) # p*(d|'d;,), and
zy(d['ds,) = i (d|'d;, ). There are two cases here. The last inequality comesy, (d|’d;,) = z1, < ), = xx(d|'c;)
Case liz;(d['d;,) = z:(d['ds,). Clearly, the LCP path re- (proof follows) and§ > e. This implies thatv; and vy, can
mains the same when node declares cost;, or d;,. From penefit together by asking to lie its cost froma; — £ to d;, .
Lemma 5, we have*(d|'d;,) = p*(d|'d;,), which is a contra- At last, we prove that when node declares a cosk; €
diction. Thus, this case is impossible. [ds,, a;] while d~7 is fixed,
Case 2:x;(d|'d;,) # x;(d|"d;,). Sinced;, > d,,, this case
means that whed; = d,,, v; is not on the LCP, and when oy (d|'b) > zp(d)'d;,).

We then consider the case> 0. Consider the graph with
profilec = (d|'c;), wherec; = a; —¢, and0 < e < min{2,a; —
d;, }. Clearly nodev; is on the LCP and its utility is?; — ¢;.
Hhus, the sum of node,, andu,’s utility, whend; = c;, is

k d|idi1) —I—E—mk - Ck
dl'di,) + P, —xp - cx + 6
d|id,;2) + P~ cpte



We only have to prove for the casg(d|’d;,) = 1 and we prove j¥(d) to a nodevy, is

it by contradiction. Assume that there i8,ac [d;,, a;] such that

21(d|"b;) = 0. LetII(d) be the total cost of a patfi under cost PE(d) = IP -y (Vi 05, )| = [IP(vi, 05, )| + di,
profiled. LetIl; be the least cost path connecting the source and ] ]

target using profilel|’b;. Observe that; € II,. By assumption, WhereP_n(,)(vi,v;, d) is the least cost path connectingand
v, & 11,. LetTl, be the least cost path connecting the sourde N 9raphG\N (v;). Notice that the payment to a nodg ¢
and target using profilé’d;,. Remember that; € II, anduy, € P(v;,v;,d) could be positive when node, has a neighbor on
II,. Thus,II; andIl, are different paths. From the optimalityp(viv”j7d)- .

of II; under cost profilel|ib;, we havell; (d|ib;) < I (d|'b;). We then prove that the payment~s_chepne indeed truthful.
From the optimality ofiT, under cost profilel|’d;,, we have ~ Theorem 8:The payment schemeis a strategyproof mech-

I, (d|id;,) > Ta(d|id;, ). On the other hand, anisrlr; tha}t preverdanytwo neighboring nodes from colluding.
roof:
Oy (d'b;) = TIi(d|'dy,) + bi — dg, Notice for any two neighboring node, andv;
> My(d['ds,) + b; — di, K k k(N
. = h (vk)
_ Hg(dvbl) u (C) Zv (O(C)7Ck> + (C )
> 0 (d]'b,), u'(e) = Y vl (o(e), ) + A (e N )
which is a contradiction. Sum them we got

This finished our proof. |

The above lemma implies that, for ayagents strategyproof u'(c)+u* (c) = 2>~ v*(0(c), ¢;)++h ™ (=N ) 4h~! (N 0)
mechanism for unicast, the payment to any nogeregardless
of the cost profile, is a constant as longuads on the LCP; the  Notice thath = (¢= V(%)) +h =t (¢= V(1)) doesn’t depends on
payment to any nodey, regardless of the cost profile, is anotheq; and" v* (o(c), ¢;) is maximized, say. anduv; will maximize
constant as long as; is noton the LCP. their utility by revealing their true cost.

Theorem 7:There is no2-agents strategyproof mechanism ]
for unicast problem if the output is the LCP. It is easy to show that the above payment scheme is optimum

Proof: We prove it by contradiction. Assumé is a2- in terms of the payment to each individual node. Generally, let

agents strategyproof mechanism. From Lemma 6, we know tb@(vl)’ Q(v2),---,Q(v,)} be a set of subsets of nodes, i.e.,
if node vy, is on LCP then its payment iB, else its payment Q(v;) ¢ V. We then show how to design a truthful mecha-
is P. Now considering a profil@ of their declared cost, and nism such that any nodg cannotcollude with another node in
vy, in on LCP. Fixingd~*, there existsy, > 0 such that, is () to increase their total utilities. For simplicity of notation,
on LCP if and only ifd;, < ax. Itis easy to see that, = assume that; € Q(v;), for 1 < i < n. Itis easy to show that
P(vi, v;, G\vg) — P(vi,v;, G|*0) and P — P = a;, (otherwise the following mechanism is truthful: 1) the output is the least
nodew;, can lie about its cost to improve its utility). In othercost connecting the souregand destination;; 2) the payment
words,Ap = P — P = |P(v;, v, G\vg) — P(vi,v5,G|*0)| 5 (d) to a nodevy, is
depends oni, which is a contradiction to bot’ and P are
constants. This finishes our proof. | PE(d) = IP_qup) (vi, v5, d) || — [P (vs, v;, d)|| + di.

Theorem 7 relieves us from designing any strategy-proof
mechanism for arbitrarg—agents strategyproof when the obHere, obviously, we need gragh\Q(v.) to be connected for
jective is to use the least cost path for routing. In the followany nodevy.
ing discussions, we study how to design a truthful mechanism
such that it can prevent nodes from colluding with its one-hd:p
neighbors. Notice that the VCG payment scheme discussed ifEnergy conservation is a critical issuedd hocwireless net-
subsection IlI-A does not prevent a node from colluding with itsork for the node and network life, as the nodes are powered
neighbors at all. It is not difficult to construct an example sudby batteries only. So far, we assumed that the cost of a node
that, for a nodey, € P(v;,v;,G), the pathP,, (v;,v,;, G) uses forwarding data to any neighbor is same. However, each node
a nodev; that is a neighbor of, andv, ¢ P(v;,v;,G). Then could have different cost of forwarding data to different neigh-
v; can lie its cost up to increase the utility of node bor by using power adjustment technique. In the most common

Assume that node; pays other nodes to relay the data tpower-attenuation model, the power, denotedpty), needed
another node;. Let N(v;) be the set of neighbors of nodeto support a linke = v;v; is a + B||v;v4(|", where||v;v;]| is
v, including nodevy, itself. Thus, to have a payment scheméhe Euclidean distance betweenpandv;, «, [, x are positive
that prevents collusion between any two neighboring nodesréal constants dependent on the wireless transmission environ-
is necessary that the graph resulted by remowigy,) still has ment andx is often betweer2 and5. This power consumption
a path connecting; andv;. Therefore, we assume that grapls||v;v;||* is typically calledpath loss andc is the overhead cost
G\N(vy) is connected for any node,. Similar to the pay- for each device to receive and then process the signal. We as-
ment scheme presented in subsection IlI-A when nodes do some that the parameteiis the same for all wireless nodes, but
collude, we design the following payment schefithat avoids different node may have different valuescofind3. Obviously,
the collusion between any two neighboring nodes. The paymeten the position of a neighbar;, the power cost of node;

Link Cost Instead of Node Cost



sending signal to node; is uniquely determined by parametergxtensive simulations to study the amount of overpayment when
«, § and the position of node;. Thus, we assume that eactithe cost of each node is chosen independently and uniformly
wireless node; has a private type; = (¢;0,¢i2, - ,¢in—1). from arange and the network topology is a random graph, the
Herec; ; is its power cost to support the link to a nodg If  result shows that the large overpayment usually won't happen in
nodev; cannot reach node;, then the power cost is assumed tthe real world.
beoo. Obviously,c; ; = 0. Letpi = D=, cp(vi.v0.c) PF (¢), 1-€., the total payment of node

Notice that this model of network is different from the nety; to the relay nodes. The metrics of the overpayment used in
work models used by previous strategyproof pricing mechaur simulations ar@otal Overpayment Rati@@ OR), Individual
nisms [8], [15] for unicast. In their models, either a link is a®verpayment Rati@OR), andWorst Overpayment Ratidr he
agent, which has computational power and private cost type, of@R of a graph is defined &s, p;/ >, c(i,0), i.e., the total
node is an agent, which has computational power and the privassyment of all nodes over the total cost of all LCPs. The IOR of
scalar cost to carry the transit traffic. In our new model here, wegraph is defined a5 3", % i.e., the average overpayment
treat each node as an agent and it has some private type whighii® over alln nodes. The worst overpayment ratio is defined
a vector. The valuation of a nodedslelydetermined by which asmax; 6(1;70) i.e., the maximum overpayment ratio over all
incident link is used in the optimal solution. Specifically, giveRodes. We found that the IOR and TOR are almost the same in
an output (a path;,, v;,_, , - - - vi, , v;, CONnecting node; to vy,  all our simulations and they take values around In all our
wherev; = v;, andvy = v;,), the valuationw* (¢'*, 0) of the  simulations, the average and the maximum are taken ter
nodev;, is —c;, ,_,. Given the declared types by all wirelessandom instances.
nodes, the pricing mechanism will compute a path that maxi-|n the first simulation, we randomly generatenodes uni-
mizes the valuation of all nodes, and a pricing schertieat is  formly in a 2000m x 2000m region. The transmission range
strategyproof. of each node is set @)0m. The cost of each node to for-

The strategyproof pricing mechanism works as follows. Firskard a packet to another node is ||v;v;]|". The number of
each node); declares its cost;, which is an-ary vector itself. nodes in our simulations varies amorg), 150, 200, - - -, 500.
We then define directedandweightedgraphG = (Q, E, W), we choose two different values2 and2.5. Figure 3 (a) illus-
where the weight of a directed linkv; is d; ;. A least cost di- trates the difference between IOR and TOR when graph model
rected pattP (v;, vo, d) is computed to conneet; to v, which js UDG andx = 2. We found that these two metrics are almost
is the output. Letr,, ;(d,4,0) be the indicator of whether a di- the same and both of them are stable when the number of nodes
rected linkvyv; is on the directed path fromy to vo. The pay- increases. Figure 3 (d) illustrates the overpayment respecting to

mentpf (d) of nodev; to nodeuy is the hop distance to the source node. The average overpayment
ratio of a node stays almost stable regardless of the hop distance

Z T,5(d, i, 0)dk, ; + Ag i to the source. The maximum overpayment ratio decreases when

J the hop distance increases, which is because large hop distance

to the source node will smooth off the oscillation of the relay

cost difference: for node closer to the source node, the second

shortest path could be much larger than the shortest path, which

) . in turn incurs large overpayment; for node far away from the
Rk = Z 2 (d"00,6,0)dr; - Z Trj(d: 7, 0)dr.;. source, the seco?]d shor?esXc path has total cost aIm)(/)st the same

" 7 as the shortest path, which in turn incurs small overpayment.

Notice, to calculate the least cost-avoiding-path, we set K€ep in mind that the overpayment indeed increases when the

dy..; = oo for each node;. Itis easy to write the above paymenh()p distance to the source increases. Figure 3 (b) and (c) illus-

in VCG formaty", ,, w’(d;, oft)) + h*(d~*), which implies trate the overpayment for UDG graph wher-= 2 andx = 2.5

that the scheme is truthful. We can show that the fast paymé@gPectively. . _ o

scheme based on Algorithm 1 can be modified to compute thd" OUr second simulations, we vary the transmission range of

payment in timeO(n log n + m) when each node is an agent irfgach wireless node frotD0m to 500m, and the cost; ; of a

HereA; ;, is the improvement of the least cost path froprto
the access point due to the existence of ngddn other words,

a link-weighted directed network. nodew; to send a packet to another nogdewithin its transmis-
sion range is; + c2||v;v;]|", wherec; takes value fron300 to
G. Ratio of Total Payment Over Total Cost of the Path 500 andc, takes value fron10 to 50. The ranges of; andc,

we used here reflects the actual power cost in one second of a
node to send data &tV bps rate. When node; is not within

the transmission range of nodg costc; ; is set toco. Figure
pf(d) = IP_y, (vi, vo, d)|| — |IP(vs, vo, d)|| + di 3 (e) and (f) illustrate the.overpayment for random graph when
k = 2 andk = 2.5 respectively.

Remember that the payment of a nadeo a nodev;, on the
LCPP(v;, vg, ¢) is

Clearly, nodey; pays each node on the L&ERv;, v, ¢) more
than its actual cost to make sure that it will not lie about its co
The overpaid value is the improvement of the least cost pathOther possible attacks There are some other attacks possi-
due to the existence of nodeg. It is not difficult to construct a ble to the scheme. A node may refuse to pay by claiming that he
network example such that the over-payment of a ngdmuld did not initiate some communication and thus should not pay for
be arbitrarily large. But on the other hand, while we conductéd To count this attack, we require that each node sign the mes-

é_t" Other Issues about the Pricing Mechanism
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Fig. 3. Overpayment ratios IOR, TOR and the worst ratio for UDG and random graphs.

sage when it initiates the message, the relay nodes will verifye differencep; — (p; + max(p{,cj)), which is the saving of
the signature. nodew; from collusion with nodev;. Notice that it is possible

Another possible attack fsee riding a relay nodey,, on the thatp; > p; + max(pg', ¢;) for some neighbov; of v;. Figure 4
routeP (v;, vo, ¢) Mmay attempt to piggyback data on the packetBustrates such an example of such possible collusion. Itis easy
sent between the initiatar; with the goal of not having to pay
for the communications to nod&. To count this attack, the
initiator v; pays the relay node, only when it receives a signed
acknowledgment from node.

Where to pay. We briefly discuss how the payment is
charged. All payment transactions are conducted at the access
pointvy. Each nodey; has a secure account at nage When
the access point receives a data fromit verifies the truthful-
ness of the source and then pay each nqden the LCPp* and
Charge that from node;. When a n_Ode}i reme_ves data from Fig. 4. An example of wireless network and the node cost. The directed links
the nodev,, nodev; on the LCP will send a signed acknowl-torm the shortest path tree from to everyv;.
edgment after receiving the data. Nagethen charges nodg
accordingly after receiving this signed acknowledgment. to compute thaps = 20, p, = 6 andp? = 0. Noticecy = 5.

Resale the path Another possible collusion happens afteThus,vg can askv, to forward the data packets using its LCP
the payment is calculated and during the process of actuatlyv,. Nodewvs pays nodes, a price6 + 5 = 11 to cover its
routing the packets. Let; = ZZ;& p¥, i.e., the total payment paymentp, and its cost., and half of the savings, which is5.
of nodev; to all relay nodes on the least cost p&fv;,vg,c). Thus, the total payment of nodsg is only 15.5 now, which is
Assume thap; > p,; + max(p],c;) for some neighbop; of less tharps and nodev, also increases its utility frord to 4.5.

v;. Notice thatmax(p?, ¢;) = x;(c,i,0)p! + (1 — zj(c,,0))c;
since ifv; is on LCPP(v;, v, ¢), thenp! > ¢; andp! = 0 < ¢;
otherwise. Herer;(c,i,0) is the indicator function whether |n this paper we give a strategyproof pricing mechanism that
nodew; is on the LCPP(v;,vo,c). Then,v; andv; can col- stimulates cooperation for unicast among wireless ad hoc net-
lude in favor of them as follows: (L); sends the data packetsyorks. In our strategyproof scheme, each nogéirst declares
for v; andv; pays all relay nodes on pat(v;, vo, c); (2) v; its cost of relaying data for other nodes; every nogdeaen com-
payswv; the costp; + max(p, ¢;), which covers the paymentputes the least cost path to the access pgira payment is also
of v; and the actual payment should get ifv; just sends the computed for each relay node on the least cost path. We pre-
packets directly along the LCP(v;, vo, ¢). (3) v; andv; splits  sented the first optimal time algorithm to compute such payment

IV. CONCLUSION



in a centralized manner. We also discussed in detail how to ifpt] Herve Moulin and Scoot Shenker, “Strategyproof shar-

plement this scheme on each selfish node in a distributed man- ing of submodular costs:  Budget balance versus efficiency,”
in Economic Theory 2002, Available in preprint form at

ner. We showed that although each node is selfish, the proposed . /ww.aciri.org/shenker/cost.ps
scheme guarantees that each node will declare its true cost and

also follow the designed protocol. As all VCG mechanisms, the

proposed scheme pays each relay node more than its declared

cost to prevent it from lying. We conducted extensive simula-

tions and found that the overpayment is small when the cost of

each node is a random value between some range.

Our protocol assumes that nodes will not collude. We showed
that no truthful mechanism exists that can prevent all pairs of
nodes from colluding to improve their utilities. We designed
a truthful payment scheme such that it can prevent nodes from
colluding with its neighbors. Here we assume that the network is
still connected by removing any node and all its neighbors. Our
payment scheme is optimum in terms of the individual payment.
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