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Abstract—Many routing protocols have been proposed for wire- wired networks counterpart due to its unique transmission char-

less ad hoc networks, and most of them are based on some variantsacteristics. Moreover, since nodes can be mobile, routes may

of flooding. Thus many routing messages are propagated through ., nstantly change. Thus, the designed routing protocols for

the network unnecessarily despite various optimizations. Gossip _ . | dh tworks should |
based routing method has been used and re-investigated to reduceWIl€I€SS ad NOC NEIWOrKs should use as 1ess messages as pos-

the number of messages in both wired networks and wireless ad Sible, which will reduce power consumption (thus enlong net-
hoc networks. However, the global gossiping still generates many work life), and signal interference (thus increase the through-
unnecessary messages in the area that could be far away from theput)_

line between sender node and receiver node. We propose a regional . .
gossip approach, where only the nodes within some region forward ~ One of the key challenges in the desigraof hocnetworks

a message with some probability, to reduce the overhead of the is the development of dynamic routing protocols that can effi-
route discovery in the network. We show how to set the forwarding ciently find routes between two communication nodes. In re-
probability based on the region and the network density both by  cent years, a variety of routing protocols [18], [19], [20], [21],

theoretical analysis and by extensive simulations. Our simulations
show that the number of messages generated using this approach[zz]’ [23], [24], [25], [26], [27], [28], [29], [30], [16], [31], [32]

is much less than the simple global gossiping method, which al- targeted specifically foad hocenvironment have been devel-
ready saves many messages compared with global flooding. Weoped. For the review of the state of the art of routing protocols,
expect that the improvement should be even more significant in see surveys by Royer and Toh [33], by Ramanathan and Steen-

larger networks. strup [34], and by Mauve, Widmer and Harenstein [35]. Some
Index Terms— Gossip, fault tolerance, routing, wireless ad hoc routing protocols assume that the each node knows its own po-
networks. sitions (e.g., equipped with GPS receivers).These category of

protocols are calleocation-Aided Routing (LARrotocols in
which the overhead of route discovery is decreased by utilizing
I. INTRODUCTION location information. Some protocols do not rely on position
N information, and make use flooding (or some variants of flood-
Recent years sawa gregt amount of research in ywreless " ). Thus many routing messages are propagated through the
WOfKS, gspeqally ?d hog er.eless networks dug to its potentigly, oy unnecessarily despite possible various optimizations.
applications in various situations such as battlefield, emergerz%ssip based routing method has been used and re-investigated
relief, and so on. There are no wired infrastructures or cellult%r reduce the number of messages in both wired networks and

networks inad hocwireless network. Two nodes can COMMUZ;ireless ad hoc networks.Whenever a node receives a message,

nicate directly .if they are within t.he transmission range of ,trﬁ?tosses a coin to decide whether to forward a message or not
other. Otherwise, they communicate through multi-hop WIT§i order to reduce the total number of routing messages sent by

less links by using intermediate nodes to relay the messagf.odes. However, the global gossiping still generates many

Consequently, each node in the wireless network also acts qﬁﬂﬁecessary messages in the area that could be far away from

router, forwarding data packets for other nodes. In addition, WS line between sender node and receiver node. We propose
W;\gional gossip approach, where only the nodes within some

: . e o v'?rhead of route discovery in the network.
boring nodes can be estimated on the basis of incoming signal . . .
strengths and the direction of arrival. Relative co-ordinates of | € key observation for all gossiping based routing meth-

neighboring nodes can be obtained by exchanging such infBis is that the gossiping exhibits a bimodal behavior, which is
mation between neighbors [1]. well-known in the percolation theory [36], [37]. This can be
The devices in the wireless ad hoc networks are often poW—%hras_ﬁdf as fo(IjIO\;]vs. L@_t be the umform_probgb;llgy tha;c_r?
ered by batteries only. Thus, the power supply is limited and pae wi cr)]rwarr] Itd € rloutmg rrr:eﬁsage tOfIft.S.nel? | ors. Then,
is often difficult to recharge the batteries, which motivates mahycre IS a threshold valyg such that, in sutficiently large ran-

researches in designing power efficient protocols for power 2m r;gtr\:vlcnrlrs, thﬁ gossipdmﬁssage .quickly dies opt#dpo I
signment [2], [3], [4], [5], [6], [7], topology control [8], [9], is slightly less tham,) and the gossip message spreads to a

[10], [11], [12], [13], [14] and routing [15], [16], [17]. In ad- network nodes ip > py (p is slightly greater thapy). In other

dition, the bandwidth available is much less compared with tp%ords, in almost all executions, either almost no node receives
' the message or almost all of them do. So ideally, we would
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work is sufficiently large, we can sptsufficiently close tgy, A. Location Service

thus save aboutl — po)n messages overhead compared with Several proposed routing algorithms [18], [22] assume that
the flooding, since aboyfyn nodes will forward the messagetne source node knows the position information (or approxi-
in gossiping based method compared withodes forwarding mate position) of the destination node. Our regional gossip
in flooding. Has®t al. [24] conducted extensive simulations tqnethod also assumes that the source node knows the current
investigate the extent to which this gossiping probability can %sition information of the target approximately. Notice that,
lowered. They found that using gossiping probability betweqg; sensor networks collecting data, the destination node is of-
0.6 and0.8 suffices to ensure that almost every nodes gets th&, fixed, thus, location service is not needed in those applica-
message in almost every routing. They report of uBi% tions. However, the help oflacation servicés needed in most
fewer messages than flooding (close to our previous explaggpiication scenarios. Mobile nodes register their locations to
tion). Notice that their experimental setting of the network hage |ocation service. When a source node does not know the po-
some special configurations [24]. _ sition of the destination node, it queries the location service to
Although gossiping reduces the routing messages compaged that information. In cellular networks, there are dedicated
with flooding, it still produces lots of unnecessary messagesggsition severs. It will be difficult to implement the central-
regions that are far from the line between sender node and tgsq approach of location services in wireless ad-hoc networks.
ceiver node. Notice that, the traditional gossip will propagajyst. for centralized approach, each node has to know the po-
the message to the whole network. To further reduce the nUgion of the node that provides the location services, which is
ber of forwarding messages, we propose regional gossipinggihicken-and-egg problem. Second, the dynamic nature of the
which essentially only nodes inside some region (derived fraffjreless ad hoc networks makes it very unlikely that there is at
the source and target) will execute the gossiping protocol, ast one location server available for each node. Thus, we will
nodes outside the region will not participate in the gossiping & ncentrate on distributed location services.
all. The region we select in our simulations are some ellipsesgqy the wireless ad hoc networks, the location service pro-
using the source and target as foci.Notice that here we assymgd can be classified into four categorizesome-for-al)
source node knows either the exact or the approximate Iocatgmne_for_somem|_for_some all-for-all. Some-for-all service
of the destination node, we will discuss this later in chapter Il i eans that some wireless nodes provide location services for
detail. We also dynamically adjust the forwarding probability|| wireless nodes. Other categorizations are defined similarly.
based on the node density estimated by the current node. OUKnp example of all-for-all services is the location services pro-
results show that, by using appropriate optimization heuristiGged in the Distance Routing Effect Algorithm for Mobility
we can save up 1% messages even compared with the globghREAM) by Basagnkt al. [38]. Each node stores a database
flooding method. . _ of the position information for all other nodes in the wireless
_ The remaining of this paper is organized as follows. In Sefatworks. Each node will regularly flood packets containing its
tion Il, we review some known location services techniques fpsition to all other nodes. A frequency of the flooding and the
wireless ad hoc networks. We study our regional gossip methagge of the flooding is used as a control of the cost of updating
in detail in Section Ill. We demonstrate its effectiveness by bof{jq the accuracy of the database.
theoretical study and extensive simulations in section IV . We Using the idea ofjuorumdeveloped in the databases and dis-
also study the effectiveness of the regional gossiping on cqppyted systems, Hass and Liang [39] and Stojmenovic [40]
structing multiple paths for any pair of source and destinatifayeloped quorum based location services for wireless ad-hoc
nodes in section V. We conclude our paper and discuss possipd@works. Given a set of wireless nodésa guorum system is

These subsets could be mutually disjoint or often have equal
Il. PRELIMINARIES number of intersections. When one of the nodes requires the

We consider a wireless ad hoc network (or sensor netwoiikformation of the other, it suffices to query one node (called
with all nodes distributed in a two-dimensional plane. Assuntke representative node ;) from each quorund);. A virtual
that all wireless nodes have distinctive identities and each stai@mckbone is often constructed between the representative nodes
wireless node knows its position informatibeither through a using a non-position-based methods such as [41], [42], [43],
low-power Global Position System (GPS) receiver or throudh4]. The updating information of a nodeis sent to the repre-
some other way. For simplicity, we also assume that all wirgentative node (or the nearest if there are many) of the quorum
less nodes have the same maximum transmission range anctargainingv. The difficulty of using quorum is that the mobility
normalize it to one unit. Throughout this paperbmadcast of the nodes requires the frequent updating of the quorums. The
by a nodex meansu sends the message to all nodes within itguorum based location service is oftemme-for-soméype.
transmission range. Notice that, in wireless ad hoc networks,The other promising location service is based on the quadtree
the radio signal sent out by a nodecan be received by all partition of the two-dimensional space [45]. It divides the re-
nodes within the transmission rangewfThe main communi- gion containing the wireless network into hierarchy of squares.
cation cost in wireless networks is to send out the signal whiléhe partition of the space in [45] is uniform. However, we no-
the receiving cost of a message is neglected here. tice that the partition could be non-uniform if the density of the
L o » wireless nodes is not uniform for some applications. Each node
More specifically, it is enough for our protocol when each node knows the, . e - s

will have the position information of all nodes within the same

relative position of its one-hop neighbors. The relative position of neighbot’s o X antE . X
can be estimated by thiirection of arrivaland thestrength of signal smallestsquare containing. This position information of is



also propagated to up-layer squares by storing it in the nodeiformly distributed in a unit area squafesatisfies that
with the nearest identity to in each up-layer square contain- .

ing v. Using the nearest identity over the smallest identity, we Jdim Pr (neMy; —Inn <a) =e
can avoid the overload of some nodes. The query is conducted ) ) N
accordingly. It is easy to show that it takes abOtog n) time for any real numbet. This result gives the probability of the

to update the location af and to query another node’s positiorﬂetwork to be connected if the transmission radius is set as a
positive real number whenn goes to infinity. For example, if

information. h
If the location service is not provided, the nodes can cach§ S€t = Inlnn, we have
the location information of some other nodes. When the source Pr(nmM2 <Inn+Inln) = e~1/Inn

node wants to send a message to the target, it directly uses the _ _ 3
region gossip if the target location is known. Otherwise, it willt implies that the network is connected with probability at
use flooding (with selective forwarding [46] to control the numleaste~'/!"" if the transmission radius, satisfiesnmr? =

ber of messages sent) to send the message to all nodes withinn+1nInn. Notice thae=*/I"" > 1— L frome™® > 1—z

hops, wherek is a parameter to be set. Then if a node withifor = > 0. By settinga = Inn, the probability that the

k hops knows the destination location, that node then starts gr@phG(V, r,,) is connected is at least /" > 1 — L1, where

regional gossip to send message to the destination. nrr;, = 2Inn. Notice that the above probability is only true
whenn goes to infinity. Whem: is a finite number, then the
probability of the graph being connected is smaller. In [48], Li

B. Random Deployment and Connectivity et al. presented the experimental study of the probability of the
graphG(V, r,,) being connected for finite number

Energy conservation is critical for the life of the wireless net- Gupta and Kumar [5] conjectured that if every node has prob-

work. One approach to save energy is to use the minimubility p of being fault, then the transmission range for resulting

power to transmit the signal without disconnecting the networg.connected graph satisfigsr? = logn/n. This was recently

The universal minimum power used by all wireless nodes, suebnfirmed by Waret al. [49]. It is not difficult to see that

that the induced network topology is connected, is called thghether the global gossip can deliver the packet is related to

critical power. Determining the critical power for static wire-whether a set of randomly deployed nodes in a region form a

less ad hoc networks is well-studied [13], [7], [5]. It remaingsonnected graph when each node has a uniform faulting proba-

to study the critical power for connectivity for mobile wirelessility p. Consequently, given a wireless network witmodes ,

networks. As the wireless nodes move around, it is impossildach with transmission ranggthe relay probability of a gossip

to have a unanimous critical power to guarantee the conneguting protocol isp = log n/(wnr2), whenn goes to infinity.

tivity for all instances of the network configuration. Thus, w&\Ve conjecture that this is true for any non-flat convex region

need to find a critical power, if possible, at which each node has

to transmit to guarantee the connectivity of the network almost Fault Tolerance and Security

surely, i.e., with high probability aimostone. . pait tolerance is one of the central challenges in designing
The wireless nodes are randomly deployed in majority wirghe wireless ad hoc networks. To make fault tolerance possible,
less ad hoc networks either due to its massive number, due t(}i@t of all, the underlying network topology must have multiple
emergency requirement, or due to harsh environment. For siisjoint paths to connect any two given wireless devices. Here
plicity, we assume that the wireless devices are distributedine path could be vertex disjoint or edge disjoint. Considering
in a unit area square (or disk) according to some distributigRe communication nature of the wireless networks, the vertex
function, e.g., random uniform distribution, denotedy, or  gisjoint multiple paths are often used in the literature. A graph
Poisson process, denoted By. is calledk-vertex connected:tconnected for simplicity) if, for
Let G(V,r) be the graph defined ori with edgesuv € £ each pair of vertices, there akemutually vertex disjoint paths
if and only if [|uv|| < r where|[uv|| is the Euclidean distance (except end-vertices) connecting themk/onnected wireless
between nodes andv. LetGqo(X,,r,) be the set of graphs network can sustain the failure bf— 1 nodes.
G(V,r,) for n nodesV that are uniformly and independently  The connectivity of random graphs, especially the geometric
distributed in a two-dimensional regidd. The problem con- graphs and its variations, have been considered in the random
sidered by Gupta and Kumar [5] is then to determine the valgeaph theory literature [50], in the stochastic geometry litera-
of 7, such that a random graph &y (&X,,,,) is asymptoti- ture [51], [47], [52], [53], [54], and the wireless ad hoc network
cally connected with probability one asgoes infinity, wherf2 |iterature [2], [55], [56], [57], [5], [58], [59], [60], [61].
is a unit disk. Specifically, they showed thatV,r,,) is con- Penrose [53] showed that a graph®fX,,, r) becomesk-
nected almost surely ifr - 72 > Inn + ¢(n) for anyc(n) with  connected almost surely at the moment it has minimum degree
c(n) — oo asn goes infinity, andj(X,,,r,) is asymptotically . However, this does not mean to guarantee a graph over
disconnected with positive probabilityiifr - r2 = Inn + ¢(n)  pointsk-connected almost surely, we only have to connect ev-
andlimsup,, ¢(n) < +o0. Itis unknown whether the same re-ery node to itsk nearest neighbors. Léf be n points ran-
sult holds if the geometry domain in which the wireless nodemly and uniformly distributed in a unit square (or disk). Xue
are distributed is a unit-area square instead of the unit-area dighd Kumar [61] proved that, to guarantee that a geometry graph
Independently, Penrose [47] showed that the longest edmesr V' is connected, the number of nearest neighbors that ev-
M, of the minimum spanning tree of points randomly and ery node has to connect must be asymptotic@l{in n). Dette



and Henze [51] studied the maximum length of the graph ®very node knows the positions of these possible target nodes.
connecting every node to its nearest neighbors asymptoti-Otherwise, location service is needed to find the location of the
cally. For the unit volume sphere, their result implies that, whetestination node. The geometry information of the source node

k>2, and the destination node and also the current route (i.e. the
route from source to the sender of the message) is piggybacked

Jim Pr(nmry , <Inn+ (2k —3)Inlnn —2In(k — 1) along with the message packet. When a nodepsagceives a
—a message, it retrieves the geometry position of the source node

—2(k =2)In2 +1In7 +2a) = e™° and the target node. Nodehen checks if it is inside the ellipse

defined by using the source poinand the destination poirt

Li et al. [48] showed that, givem random pointsi” over a as foci. Notice that, a nodeis inside this ellipse iff

unit-area square, to guarantee that a geometry graphloier
(k + 1)-connected, the number of nearest neighbors that every
node has to connect is asymptoticalyln n+(2k—1) Inlnn).
Li et al. [48] derived a tighter bound on, for two-dimensional
n points V' randomly and uniformly distributed i@ such that
the graph(V, r,,) is k-connected with high probability.

The theoretical value of the transmission ranges gives us

[os]| + [vt] < € [|st]],

which can be checked trivially. When a node is not inside the
ellipse, the node will just simply discard this message. Other-
wise, with a fixed probability, the node forwards this message

. - . X {8-all nodes within its transmission range. Hereafter, wecall
igr?r:eocrt]iv?to thi?h Sceetr'fgien tr?gsggﬁi?'OnTLiigiéguizh;T:?;he fherelay probabilityand/ theellipse factorof our regional gos-
VIt P - . PPY; ing method. Obviously, the probability that the destination
to mobile networks when the moving of wireless nodes alwa

generate randomly (or Poisson process) distributed node p de receives the message depends on the relay probability

RE ellipse f he number of n nd the transmission
tions. Bettstetter [2] conducted the experiments to study t%ell_)e pse factor, the number of nodes, and the transmissio

relations of thek-connectivity and the minimum node degreeanger'
using toroidal model. Lét al. [48] also conducted experiments Gupta and Kumar [5] showed that a random gréiil’, ) is

. L connected wheneveris larger than some threshold valug.
to study the probability that a graph has minimum degkee . . .
and has vertex connectivity simultaneously using Euc:IideanIt is known that the global gossiping (by simply settiip oc)

model. Recently, Bahramgiei al. [8] showed how to decide exhibits some bimodal behavior: the destination node receives

the minimum transmission range of each node such that thetrbae-3 message if and only if the relay probability is larger than

sulted directed communication graphkisconnected. Here it somethresh(_)ld_value. We_ex!oect our regional gossiping method
o . . EH have the similar transmission phenomena.

assumes that the unit disk graph by setting each node with th timate th | bability f workrof

maximum transmission range isconnected. Lukovszki [62] € then estimate the relay probabilily Tor a networkro

gave a method to construct a spanner that can sustaodes nodes. It was shown in [49] that givenwireless nodes dis-
or links failures tributed in a unit square and each node has transmission range

r, and being off or fault with probability, then the network is
connected with high probability i - n7r2 ~ 21nn. Consider
lll. REGIONAL GOssIP the network ofn nodes distributed in a square region with side
Although gossiping reduces the routing messages compal@agtha. Assume that the source and target distanctasd
with flooding, it still produces lots of unnecessary messagestire ellipse factor ig. The number of nodes inside the ellipse is
regions that are far away from the line between sender node &dinein about
receiver node. Notice that, the traditional gossip will propagate N, L AVAEI 1d2
the message to the whole network. To further reduce the num- d= 2 4 :

ber of forwarding messages, we propose regional gossipingg’lrhce each node inside the ellipse forwards the message with
which essentially only nodes inside some region (derived from

: 2 Pﬁ)babilityp after it receives the message, to let the target re-
the source and target) will execute the gossiping protocol, a
F|ve the message almost surely, the subnetwork composed of

nodes outside the region will not participate the gossiping at aﬁje nodes inside the ellipse with fault probabijitynust be con-

The region we select in our§|mulat|ons are some ellipses Ui ved. In other words, we have the relay probability in our
the source and target as foci.

. : - . regional gossiping is at least
We now describe our regional gossiping routing method N9 gossiping

detail. Assume that wireless mobile hosts are alsaif n X
. L . . . In Ng + ¢(Ng)
points distributed in a two-dimensional space. Each node has P2 5 -
X o I Ny -7(r/a)
a fixed transmission range all nodes within distance to

a nodev can receive the signal sent by Thus, all mobile yare . is the transmission range of each wireless node and
hosts define a communication gragtiV, ») in which there is ¢(N,) is a number going too when N, goes toso. The proba-

an edgew iff ||uv]| <. From now on, we also assume that thgjjry that the network (each node is chosen with probabilty
source node knows the target position, the global ellipse facfgrconnected ig—e V) Substituting inN,, we have

£, in addition to its own position. Every mobile host can get
its own position through a low-cost GPS. In many applications 4 T2 9 ~5 5
such as data-centric sensor network, there is only a fixed num- p > da ln(szre; ¢ _ 1d°/(40%)) _ In(nmf°d”/4)
ber of destination nodes (called sink), which is often static, thus med?riVeZ —1-n nm2(2d?r? /4




Here? = (/> —1,d = d/a, and7 = r/a. Since for a factor? chosen froml.2, 1.4, 1.6, 1.8 and2. We also consider

random pair of source and target nodés; v/2a, we have the case where the ellipse factbis oo which is just the tradi-
_ tional global gossiping method. The smaller the ellipse factor
N In(nmf?/4) is, the narrower the ellipse will be. Notice that ellipse factor
w2022 )4 must be greater than one.

Transmission Range: Remember that to make the graph
For example, consider a networkmt= 1000 nodes distributed G(V,r) connected, the transmission range has to be greater
in a square of side length= 15, and each node has transmisthan some threshold valug,. To study the affection of the
sion ranger = 1. For ellipse factol = 1.2, we can calculate graph density on the delivery rate, we tried different values of
the relay probabilityp such that the regional gossiping routingransmission rangei, 1.5, 2, 2.5 and3. From the result by

can deliver the packets almost surely as Gupta and Kumar [5], givem000 nodes in al5 x 15 square,
~ the transmission range should be at least abduio guarantee
_ In(na?/4) 0.74 a connected networi(V, ) theoretically.
w2022 )4 o Relay probability: In our simulation, we use different re-

lay probabilitiesp. First, we use the relay probabilitigsfrom
The actual relay probability should be larger since we omit the; to 1.0 with step0.1 and we find that, when the network is
numberc(NNg) here, which actually decides the success probganse enough, the transmission phenomenon happens between
bility of the regional gossiping. The percentage of all verticesne interval of relay probabilities. To study this transmission

involved is at most phenomenon in detail, we further refine our relay probabilities.
ln(n7r272c72/4) Specifically, we conduct further simulations using relay proba-
p-Ni/n=——5—"—~0.46. bilities from 0.02 to 0.30 with step0.02.
mr<-n

Beside the above parameters there are two more constant
Since the distancé between most pairs of source and target igetrics used in our simulations as follows:

small compared witla, the actual number of involved vertices Source-Target pairs: To compute the exact value of the av-

is much smaller. LeP; be the probability that a pair of sourceerage delivery rate, we have to try all possible pairs for each
and target has distanee The average percentage of numbegraph, which is: - (n — 1), where n is the number of vertices.

of vertices (for all source and target pairs) is actuglfy ,p - It is not feasible to test all pairs whenis large. Instead we

N, P,/ndz. It is not difficult to show that the percentage ofandomly select00 pairs for each graph and conduct regional

vertices involved in regional gossiping is at mpstN,/2n = gossiping based routing for each pair. Although we are not test-
0.23. When the ellipse factat = oo, we can estimate the relaying all possible pairs, choosing)0 random pairs would give
probability of the regional gossiping as the results close enough to exact values.
Number of Try's: Thedelivery probability(calleddelivery
P Inn — 0.495. rate also) of our regional gossiping method for a pair of nodes
nwr? is defined as the probability that the destination node receives

The actual relay probability should be larger, so do the percetg-e message. TO, comfpute thﬁ dgliveré/ rhate, xvedtrilgd sending
age of vertices involved in global gossiping. The experimenfa€ Messagen0o times for each pair and then the delivery rate

discussed in the following sections verify the above study. 'S approximated by the total number of times that the message
g fy 4 reached the target divided by the total number that the message

is sent (which isLl000 in out simulations).
IV. EXPERIMENTAL STUDIES There are four different types of nodes in each iteration of
A. Simulation Environment our simulations:

We conducted extensive simulations to study the perfor-1) Notin Ellipse: Nodes that are out of the ellipse region.
mance of our region gossiping method. We model the network2) Blocked: Nodes that receive the message and don't relay
by unit disk graph and the mobile hosts are randomly placed in it
a square region. We tried unit disk graphs with different number3) Relayed Nodes that receive and relay the message.
of vertices that are randomly placed in%&x 15 square. Notice ~ 4) Initial hops nodes The nodes within the initial hops al-
that the density of the graph must be above some threshold to ways receive the message and from those, the ones whose
see the effectiveness of the algorithm otherwise the properties distance from source is less than some fix initial hops pa-
would be hidden and can’t be seen. In other words, the algo- rameter, always relay the message. Other nodes inside the
rithm works better for dense graphs than sparse graphs with the  €llipse relay the message with the given relay probability.

same parametefsand/. Here we want to involve as little nodes as possible. In other
There are different parameters involved in our simulationg/ords, we want to minimize the number of nodes that relay the
which are described as follows: message. It is important because sending message consumes

Number of vertices: We tried graphs witH 000, 1500 and energy and energy is a bottleneck for wireless nodes.
2000 vertices. For convenience, we us¢o denote the number  In all the figures of this paper thé-axis is either the message
of vertices. delivery rate or the percentage of vertices that are involved in
Ellipse Factor: In each iteration of the simulation, the sourcenessage delivery, and tieaxis is one of the parameters with
vertex and the target vertex are the foci of an ellipse with ellipsespect to another parameter which is shown in the legend and



the remaining two parameters are fixed. For example, we carOne important observation is as follows: as we increase the
show message delivery rate as a function of relay probabilityellipse factor, the message delivery rate does not increase pro-
for different values of ellipse factof, while the transmission portionally. Surprisingly, when the ellipse factor is aroung|,
ranger and the number of vertices are fixed (see Figure 1). the message delivery rate is almost as good as the one using
Each point in each figure represents éiverageof the 100,000  global gossiping (i.e., the ellipse factor constraint is relaxed to
iterations since we will test00 different source-target pairs,oc). The reason is where a bigger ellipse factor is used we are
and each pair is testdd@00 times, when all four parameters areactually considering the vertices that are less helpful than the
fixed. vertices which are already considered. Intuitively, the vertices,
We believe that the relay probability and the graph densityhich are far away from the line connecting the source and tar-
are two major factors of message delivery rate. On the othget, do not help improving the message delivery rate.
hand, the ellipse factor and the relay probability are the majorWe also observe that, for a fixed relay probability, when the
factors determining the number of vertices that are involved @raph is dense, even a narrow ellipse could guarantee a good
message delivery. Here a node is said tarvelvedif it relays rate of message delivery. Achieving the same delivery rate us-
the message. In other words, when H@xis is the message ing the same relay probability, for a sparser graph, might not be
delivery rate andX-axis is either relay probability, number ofpossible, even if the ellipse factor is relaxed to infinity. In other
vertices or transmission range, we expect to sperg in the words, the ellipse factor does not compensate the description of
figures. It means that when tlieaxis exceeds some thresholdthe graph density. For example in right figure of Figure 1, when
then the regional gossiping method almost surely guaranteles relay probability i€).3 with ellipse factor ofl.4, the deliv-
that the message arrives at the target. WherkHais is less ery rate is abou95% for n = 2000, while we cannot achieve
than some threshold, the target almost never gets the messagés rate whem = 1000(see left figure of Figure 1).

. _ _2) Number of nodes involved in message delivery as a func-
B. Message Delivery Rate as a Function of Relay Probabilityion of relay probability for different values of ellipse factor:

We first conduct extensive simulations to study the effect &0 far, we have concentrated on the transition phenomena of
the relay probability on the message delivery rate. Intuitively, {he delivery rate over the relay probability. Not only the de-
we increase the relay probability, the message delivery rate Wiyery rate is important for the network performance, but also
creases. Besides the relay probability, we vary either the ellig§& number of vertices involved in the message delivery is im-
factor/, or the number of vertices, or the transmission rangepPortant for the network life since the wireless devices are often
r. Then we discuss them one by one as follows. powered by the batteries only.

The challenge is to find aellipse factorand arelay proba-

1) Message delivery rate as a function of relay probabilityjlity such that not only the delivery rate is high (closé#6%)
for different values of ellipse factorAs can be seen in Figure pyt also the number of vertices involved in the message delivery
1, when the probability exceeds some threshold the delivqgyzs small as possible. Actually the ellipse factor and the num-
rate jumps from nead% to near100%. In each figure, this per of vertices involved in sending the message from source to
threshold decreases as the ellipse factor increases becauseafy@t, work against each other. It means that if we choose a
bigger the ellipse factor is, the more vertices contribute in M&Siyger ellipse factor, a higher delivery rate is achieved, on the
sage delivery, and consequently, the probability of the messggger hand, lots of vertices will be involved in route discovery.
to reach the target, which is nothing but the message delivgryreverse, if we choose a small ellipse factor then a few vertices

to 1 unit and the the number of vertices is also fixed to 1000 andAS can be seen in Figure 2, the relation between the number

2000 respectively. of vertices involved and the relay probability with respect to
ellipse factors is close to linear. The bigger the relay probability,
the more number of vertices will be involved in the message
delivery. The exact relation between the number of vertices and
relay probability is not simple. Clearly, the farther it is from the
source, the less probability it will get the the message to relay.
In Figure 2 when the ellipse factor is infinity, we are actually
flooding the network with a uniform relay probability, and when
this relay probability is 1, the network is completely flooded,

Number of vertices i2000. Number of vertices i2000. i.e., traditional flooding, so all nodes have the chance to con-
Fig. 1. Message delivery rate as a function of relay probability for differer]i{lbUte in message delivery. .
values of ellipse factor. Here transmission rangk is Assume that we want to have the delivery rate more than

99%, first consider the case in which we haM@0 nodes, il-
From Figure 1, we observe that when the graph becomnlestrated in the right figure of Figure 1 and the right figure of
denser (more vertices in this case), the curve jumps earlier, drigure 2.
the reason is each time a vertex relays the message, more nod#ge build the Table | as follows: for each ellipse factor, we
get the message (due to more neighbors in dense graphs) sa#refind the needed relay probability to guarantee the message
probability that the message reaches the target increases. delivery above99% from Figure 1, and then by knowing the
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Number of vertices i$000 Number of vertices i2000

Fig. 2. Number of nodes involved in message delivery as a function of relgyg. 3. (a) Message delivery rate as a function of relay probability for different

probability for different values of ellipse factor. Here transmission range is lvalues of ellipse factor. Here number of vertices is 1000 and transmission range
is 2. (b) Number of nodes involved in message delivery as a function of relay
probability for different values of ellipse factor. Here number of vertices is

values of ellipse factor and the relay probability we can find tHg°0 and transmission range is 2.

percentage of vertices that are involved from Figure 2.

For example, to achieve this rate (ab®8%) when ellipse factor. We can find the relay probability that guarantees the
factor is1.2 , the relay probability must be at leas9, (see message delivery rate abo98% from Figure 3, and then by
Figure 1). Then having these two values fixed, we can find tkeowing the values of ellipse factor and the relay probability we
number of nodes that are involved from Figure 2, which woulcan find the percentage of vertices involved in message delivery
be aboutl5% of all vertices. Doing the same thing for differentfrom Figure 3.
values of ellipse factor, we get the Table I. For example, to achieve this rate (ab®8¥%) when ellipse

The first column is the different ellipse factors we simulatedactor is1.2, the relay probability must be.3, (see Figure 3).
and the second column is the corresponding relay probabilityTinen having these two values fixed, we can find the number
our regional gossip method to guarantee this fixed delivery ratenodes involved from Figure 3, which would be abait.
99%, and the third column is the percentage of vertices that db®ing the same thing for different values of ellipse factor, we
involved in our regional gossiping (i.e., relaying the messageget Table II.

TABLE Il
PERCENTAGE OF THE VERTICES INVOLVED IN MESSAGE DELIVERY

TABLE |
PERCENTAGE OF THE VERTICES INVOLVED IN MESSAGE DELIVERY

EllipseFactor| RelayProbability| Verticesinvolved % EllipseFactor| RelayProbability| Verticesinvolved %
1.2 0.9 15% 1.2 0.3 8%
1.4 0.8 22% 1.4 0.24 11%
1.6 0.7 25% 1.6 0.22 13%
1.8 0.7 30% 1.8 0.20 14%
infinity 0.7 70% infinity 0.20 15%

Table | shows that we could involve only% of vertices to ~ 1able 1l shows that we could involve onlif of vertices to
guarantee the message delivery rate alisé when the el- guarantee the message dell.very rate al99¥é for networks of
lipse factor isl.2. If we do the same calculations where therd000 nodes and with transmission range equal.tf we do the
are2000 nodes then onlyt0% of vertices will be involved (see Same calculations for networks 8000 nodes with transmis-
Figure 1 and Figure 2) by choosing ellipse factdr and relay S!ONnrange equal 1, then only6% of vertices will be involved
probability0.5. (figures are not shown here).

So far the transmission rang was fixedlto We were mo-  3) Message delivery rate as a function of relay probability
tivated to study the effect of transmission range as well. Wer different values of transmission rangeSo far we plotted
then tried different values of transmission range. Obviously thiee message delivery rate as a function of relay probability for
larger the transmission range is, the denser the graph will #i¢ferent values of ellipse factor. Let’s replace the ellipse fac-
and as mentioned before that causes the jump to occur earligsr parameter with transmission range and see how the graph

In Figure 3 the transmission rangeisSee how similar Fig- behaves.
ure 1 and Figure 3 are, the only difference between these twoAs you can see in Figure 4, transmission range plays a very
figures is the probability at which the jump occurs for any fixeinportant role in message delivery (see how far the curves are
ellipse factor. Since in delivery rate happens earlier and quickesm each other). As the transmission range is increased, the
when the transmission range increases , we plot the figures delivery rate improves significantly as opposed to the situation
ing relay probability rangé0,0.3] for r = 2, instead of[0,1] we had earlier with ellipse factor. The reason is when the trans-
forr = 1. mission range is bigger then each node will be connected to

Again assume that we want to have the delivery rate momgore nodes, in other words the graph density increases. Thus,
than99%. Consider the case in which we haM@0 nodes, but each time a node relays the message, more nodes will get it and
the transmission range 2s(Figures 3, 3). the probability that the message dies out becomes smaller. Here

We build Table Il as we built the Table I: for each ellipsén Figure 4, the ellipse factor is fixed 106.



Involved verc

with fixed number of vertices and different transmission ranges.
Now we study networks with fixed transmission range and dif-
ferent number of vertices placed inla x 15 square. In both
cases we expect the similar results if the network densities are
similar.

As you can see in Figure 5, the number of vertices plays an
important role in message delivery (see how far the curves are
from each other). Here we have the same reasoning as the previ-
ous section. As the number of vertices is increased, the delivery

Fig. 4. (a) Message delivery rate as a function of relay probability for differe?hte improves significantly. The reason is when there are more
values of transmission range. Here number of vertica®@) and the ellipse . . .
factor is1.6. (b) Number of nodes involved in message delivery as a functiofertices in the same area, the graph becomes denser. Thus, each
of relay probability for different values of transmission range. Here number time a node relays the message more nodes will get it and the
vertices isl000 and ellipse factor id.6. probability that the message dies out becomes smaller.
Now let’s look at the percentage of nodes that are involved

We built Table Iil as follows: for each transmission rangdh message delivery as a function of relay probability for dif-
we can find the relay probability that guarantees the messdgeent number of nodes(see Figure 5). Remember that in this
delivery rate abové9% from Figure 4, and then by knowing ¢ase ellipse factor and transmission range are fixed. Here we
the values of transmission range and the relay probability W&ve the same ellipse with different number of vertices inside
can find the percentage of vertices involved from Figure 4. them. When there are more vertices in the same area the mes-

For example, to achieve this rate (abo@¥%) when trans- S29€ IS delivered with higher probability since more nodes will
mission range id, the relay probability must be at leass, relay the message. Notice that, given a fixed relay probapility,
(see Figurer 3). Then having these two values fixed, we cifen the node density exceeds some threshold (depending on

find the percentage of vertices involved from Figure 4, whici€ relay probability) aimosill nodes inside the ellipse will re-
would be abouB0%. We get Table Il by doing the same cal-C€IVe the message, thus, have the chance to relay the massage.

culation for different values of transmission range. In other words, if the relay probability is low ,high message
delivery rate still can be achieved if the graph is dense enough

and if the graph is sparse, high message delivery rate still can
be achieved by increasing the relay probability. On the other
hand, larger relay probability will involve more nodes in mes-

TABLE Il
PERCENTAGE OF THE VERTICES INVOLVED IN MESSAGE DELIVERY

TransmissionRange Probability | Verticesinvolved(%)| sage delivery (the number of nodes involved is almost linear to
1.0 0.8 30% the relay probability as shown in right figure of Figure 5).
15 0.5 20%
2.0 0.3 14% .
2.5 0.14 12% :
3.0 0.11 11.71% .
Table 11l illustrates the number of vertices involved in the :
regional gossip routing to guarantee a fixed delivery gaté )
for networks of1000 nodes with ellipse factot.6. Observe

that, all these curves intersectin a common point when the relay (a)

prObablllty.IS 1 Because the ,elllpse factor is fixed, Changmg&% 5. (a) Message delivery rate as a function of relay probability for dif-

the transmission range doesn’t change the number of nodes th@ht number of nodes.Here ellipse factot i§ and transmission range 1s

areinside ellipse, which is total number of vertices involved inb) Number of nodes involved as a function of relay probability for different

message delivery when the relay probability isActuaIIy it is number of nodes.Here ellipse factorli® and transmission range is

possible to have a node in the ellipse which doesn’t contribute

in message delivery even when the relay probability,isut

that's Yery unlikely. I.t happgng only whep anode in the elllps& Message Delivery Rate as a Function of Ellipse Factor

doesn’t have any neighbor inside the ellipse. In our simulations _ _

this scenario happened 2 times out of 180,000,000 iterations. We can look at the problem from a totally different point of
Another observation is that we get different curves for difi€w. So far we have concentrated on the transition phenomena

ferent transmission ranges. Typically, when the transmissi6hthe delivery rate over the relay probability. In other words,

range is larger, more nodes inside this ellipse will be involvedl all figures the X-axis was the relay probability. Now let's
in the message delivery. see how the network behaves if we use different ellipse factors

_ _ _while some other parameters are fixed. We found that, regard-
4) Message delivery rate as a function of relay probabilitjess of the network density and relay probability, increasing the

for different number of nodes:In our simulations we stud- ellipse factor does not improve the message delivery rate sig-
ied networks with different densities in two different wayspjficantly.

First, as described in the previous section, we studied networks



1) Message delivery rate as a function of ellipse factor for
different values of transmission rangeFirst let's fix the re-
lay probability and the number of vertices. Remember that to ; |
change the message delivery rate dramatically we can eith
increase the relay probability or increase the network density. * |
As can be seen in Figure 6 there is no jump. In other words, |
increasing the ellipse factor does not improve the message de- +——————— i
livery rate dramatically. @) (b)

Fig. 7. (a) Message delivery rate as a function of ellipse factor for differ-

ent number of vertices. Here transmission range is 1 and relay probability is
0.3. (b) Number of nodes involved in message delivery as a function of ellipse
factor for different number of vertices. Here transmission range is 1 and relay

s ’ / . probability is0.3.

e : I 6 and Figure 7 due to the fact that a high relay probability can
compensate the sparseness of the network and vice versa.

‘‘‘‘‘‘‘‘‘‘‘

Relay probability i€).1 Relay probability i€.3

\\\\\\\\\\\\\

Fig. 6. Message delivery rate as a function of relay probability for different
values of Transmission Range. Here number of verticéeds.

Figure 6 shows when the relay probability is fixed, regardless |
of the value of ellipse factor, the graph density must be above -
some threshold to guarantee a high message delivery. As you .
can see in left figure of Figure 6 when the transmission range * & wf & 7 T i

is less thari .5 then the delivery rate is always bel@¥% even (a) (b)
if the ellipse factor constraint is relaxed (the case where ellipsg. g, (a) Message delivery rate as a function of ellipse factor for different
factor constraint is relaxed in not shown in Figure 6). values of relay probability.Here transmission range é&d number of vertices

s : o ; is 1000. (b) Number of nodes involved in message delivery as a function of
Asitis eXpECted if we set the relay probablllty toa hlghéjllipse factor for different values of relay probability.Here transmission range

value then the delivery rate would be higher. This is illustrategli and number of vertices ig000.

in Figure 6: if we increase the value of the relay probability

(from first figure to second figure of Figure 6) all curves will be Intuitively, all the discussion of the two previous section ap-

shifted up. plies to this section too. For example, when the network density
is larger than some threshold, the number of vertices involved

2) Message delivery rate as a function of ellipse factor fqg aimost linear to the ellipse factor, see Figure 7 and Figure 8.
different number of verticesAs mentioned earlier, the network

density can be increased either by increasing the transmiss&?nMessage Delivery Rate as a Function of Transmission
range or by increasing the number of vertices. Now we replaﬁ%nge

the transmission range of the previous section with number o ) )
vertices and we expect similar results. In other words, let's fix e can look at the problem from a totally different point of

the relay probability and the transmission range to see the §iW- SO far the X-axis was the relay probability or the ellipse

livery rate as a function of ellipse factor for different number dgctor- Thus, for each curve in figures discussed in previous
vertices. sections, the network density was fixed. But if we choose the

Again, as can be seen in Figure 7 there is no jump. In Othtégnsmission range or number of vertices as the X-axis then the

words, increasing the ellipse factor does not improve the mé&i@ph density changes for each curve. We first study the case
sage delivery rate dramatically. where the X-axis is the transmission range and in the next sec-

tion we study the case where the X-axis is the the number of
3) Message delivery rate as a function of ellipse factor fofertices.

different values of relay probability:In the previous two sec- 1) Message delivery rate as a function of transmission range

tpns, we stuo!l_ed the effect of_elll_pse factor in net\_/vorks W't'fbr different values of relay probability:First let’s fix the el-
different densities, in this section instead of changing the n‘ﬂise factor and the number of vertices. We expect to see jump

work density, we change the relay probability. Thus, in th't'Sq’ecause in each curve the graph density changes and also we

section, the rTEtWO”‘ density is fixc_ad. Spec_ifically, we study thﬁpect to see curves that are far from each other due to the fact
message delivery rate (as a function of ellipse factor for d'ﬁe{ﬁat for each curve the relay probability is fixed

ent values of relay probability) by fixing the number of nodes 5 you can see in Figure 9 when the relay probability is big-

and thg transmission range. o ger the jump occurs earlier. This figure is similar to Figure 4
In Figure 8 when the relay probability is below some threshiye g the fact that the relay probability and transmission range

old, a high delivery rate cannot be achieved even when the gl improve the message delivery rate significantly.

lipse factor constraint is relaxed. Figure 8 is similar to Figure
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again due to the change of graph density).

‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘

Fig.9. (a) Message delivery rate as a function of transmission range for differ- =~ =7 e T 0 T ’ " s
ent values of relay probability .Here ellipse factot i§ and number of vertices (@) (b)
is 1000. (b) Number of nodes involved in message delivery as a function of ) ) o
transmission range for different values of relay probability .Here ellipse factbig- 11.  (a) Message delivery rate as a function of transmission range for
is 1.6 and number of vertices iK00. different number of vertices. Here ellipse factorli$ and relay probability
is 0.2. (b) Number of nodes involved in message delivery as a function of
transmission range for different number of vertices.Here ellipse factbi6is

2) Message delivery rate as a function of transmission rangad elay probability ig.2.

for different values of ellipse factor:Let’s fix the number of Ob that. th ber of verti involved in th

vertices and the relay probability to see the delivery rate as a serve thal, Tne number ot vertices involved In the mes-

function of transmission range for different values of EIIips«§.age delivery increases almost proportionally to the transmis-
-sion range when the relay probability is setd@ (see first

Factor. As you can see in Figure 10, like Figure 1, as we |P £ Fi 11). H hen th | bability i
crease the ellipse factor, the message delivery rate does no Igure ot Figure )- However, when the relay proba ity in-
geases, sag.7, the percentage of the number of vertices in-

crease proportionally. The only difference between Figure f ; . X
and Figure 1 is: in Figure 10 the network density changes Yﬁlved is almost constant, see second figure of Figure 11.
each curve but in Figure 1 the relay probability changes in each

curve. Since increasing either the relay probability or trang. Message Delivery Rate as a Function of Number of Vertices
mission range improves the message delivery, exchanging thos’la'he last parameter is the number of vertices. Since both

will lead to similar results. Observe that when the ellipse faCt?rransmission range and number of vertices affect the network

:i;g the delivery rate is almost the same as the global goss%Péns;ity, we expect similar results like the previous section.

1) Message delivery rate as a function of number of vertices
for different values of relay probability:Now let’s fix the el-
lipse factor and the transmission range to see delivery rate as
a function of number of vertices for different values of relay
probability. As in Figure 12, if we use a big enough relay prob-
ability, a high delivery rate is guaranteed. But when the relay
probability is small then we need a large number of vertices
to compensate this small relay probability to guarantee a high
delivery rate.

Teansmission Range

Fig. 10. (a) Message delivery rate as a function of transmission range for .
different values of ellipse factor. Here number of vertices(80 and relay

probability is0.2. (b) Number of nodes involved in message delivery as a func- _”
tion of transmission range for different values of ellipse factor. Here number of i
vertices is1000 and relay probability i9).2.

8 o

Observe that, in Figure 10, the number of vertices involved in !
message delivery is almost linear after the transmission range is o S T
larger than some threshold (alm@3t When the transmission (@) (b)
range is small, the number of nodes involved is small since the

. . e Fig. 12. (a) Message delivery rate as a function of number of vertices for
message quickly dies out (the relay probability i here). different values of relay probability. Here ellipse factoi i§ and transmission

3) M deli f . f " range isl. (b) Number of nodes involved in message delivery as a function of
) Message delivery rate as a function of transmission ranggmber of vertices for different values of relay probability. Here ellipse factor

for different number of verticesNow let’s fix the ellipse factor is 1.6 and transmission range is

and the relay probability to study the message delivery rate (as

a function of transmission range for different number of ver- 2) Message delivery rate as a function of number of vertices

tices). Since the transmission range and the number of vertides different values of ellipse factor:Now let’s fix the relay

are factors that affect the network density, not only the netwopkobability and the transmission range to see delivery rate as

density changes in each curve, but also the network densityaisunction of number of vertices for different values of ellipse

different for each curve. factor. lllustrated by Figure 13, like Figure 10, as we increase
In Figure 11, not only the jump occurs (due to the chandbke ellipse factor, the message delivery rate does not increase

of graph density), but also the curves are far from each otheproportionally.
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neighbor inside the ellipse for target. Thus the target has no
chance to receive the message more than once. In other words,
in some cases, although the message delivery ratig, the

ﬁ chance that the target receives the message more than once is
0%.

500 00 50 % w00

@ ®)

Fig. 13. (a) Message delivery rate as a function of number of vertices for € o
different values of ellipse factor. Here relay probabilityid and transmission S
range isl. (b) Number of nodes involved in message delivery as a function of LI

number of vertices for different values of ellipse factor. Here relay probability
is 0.4 and transmission range is

3) Message delivery rate as a function of number of vertices
for different values of transmission rangelNow let’s fix the
ellipse factor and the relay probability to see delivery rate ag~@. 15. The number of times that the message receives the target more than
function of number of vertices for different values of transmi<nce as a function of relay probability for different values of ellipse factor. Here

. - . ransmission range isand number of vertices iE00.
sion range. As you can see in Figure 14, the bigger the number

of vertices is, the earlier the jump occurs.

VI. CONCLUSION AND FUTURE WORK
— : .
R e G We proposed a regional gossip approach, where only the
P2 R DI A S nodes within some region forward the routing message with
§ some probability, to reduce the overhead of the routing protocol
o imposed on the network. We showed how to set the forwarding
) // _ probability based on the region and the estimated network den-
s = sity both by theoretical analysis and by extensive simulations.
@) (b) Our simulations showed that the number of messages generated

, _ , , __using this approach is less than the simple global flooding (up
Fig. 14. (a) Message delivery rate as a function of number of vertices fordlffetr— 94% hich al d d with
ent values of transmission range. Here ellipse factbrdsind relay probability Y 0)' w _'C already saves many messages compared wi
is0.2. (b) Number of nodes involved in message delivery as a function of nurglobal flooding.
ber of vertices for different values of transmission range. Here ellipse factor is Hasset al [24] expected that the global gossiping combined
1.6 and relay probability i9.2. . ) . .

with the cluster-based routing can further improve the perfor-

Figures 12, 13, and 14 study the number of vertices that nce. We doubt this due to two reasons: (1) the backbone

involved in the message delivery. In these figures, we fou %rmed by clusterheads are already very sparse, and to guaran-

that there are some strange jumps when the number of verti;g%"nsthat all nodes receive the messages, the gossiping probabil-

is around1250. We are studying why this happens. ity is very high; and (2) the commupicqtion costto maintain Fhe
backbone will also offset the benefit gained by global gossiping,
if there is any. We will conduct simulations to study this.
V. FAULT TOLERANCE One of the main questions remaining to be studied is to use
To study the fault tolerance of the ad-hoc networks, we simen-uniform ellipse factors. In our simulations, the ellipse fac-
ulated the cases in which the target receives the message ntorés uniform regardless of the distance between source and
than once. The Figure shows the number of times that the mesget. We believe that using a bigger ellipse factor, when the
sage is delivered to the target at least twice as a function of reegurce and target are close, will get better results.
probability for different values of ellipse factor. If target WHas  Another question is studying networks with different den-
neighbors inside the ellipse in the best case (i.e. all neighborssifes, meaning that instead of trying different transmission
the target receive the message) we expect the message to beafwges and different number of nodes, networks with different
liveredp x h times. Note that if the target has only one neighbatensities can be studied. To generate a network with a given
inside the ellipse, then the target has no chance to receive dessity with respect to transmission range, we can keep adding
message more than once. Observe that Figure 15 is a littlermides to the network until the desired density is reached.
misleading. It shows that with a narrow ellipse and the replay We had assumed that two nodes can always communicate if
probability fixed to 1 the probability that the target receives th@eir distance is no more than the transmission range. However,
message more than once is beld®%. The reason is in our this is not totally true practically. Some pair of nodes cannot
simulations, the source-target pairs are chosen randomly, seammunicate at all even if they are close. We can model this
some cases the target is only one hop away from the source, thusissigning another link probabiligy: a link exist with prob-
the target gets the message for sure but at the same time, duabitity p;. Here probabilityp; could be uniform or dependent
the closeness of source and target, there might not be anotrethe distance between the pair of nodes.
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