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Abstract—We consider a wireless network composed of a set one-hop neighbors. The relative position of neighbors can be

of n wireless nodes distributed in a two dimensional plane. The

signal sent by every node can be received by all nodes within its

transmission range, which is uniform and normalized to one unit.
We present the first distributed method to construct a bounded de-
gree planar connected structure LRNG, whose total link length is
within a constant factor of the minimum spanning tree? using total

O(n) messages under the broadcast communication model. More-

over, in our method, every node only uses its two-hop information
to construct such structure, i.e., it is localized method. We show
that some two-hop information is necessary to construct any low-
weighted structure. We also study the application of this structure
in efficient broadcasting in wireless ad hoc networks. We prove
that, for broadcasting, the relative neighborhood graph (RNG),
which is the previously best-known sparse structure that can be
constructed locally, could use energyO(n) times the total en-
ergy used by our structure LRNG. Our simulations show that the

estimated by théirection of arrivaland thestrength of signal

For simplicity, we also assume that all wireless nodes have the
same maximum transmission range and we normalize it to one
unit. By one-hop broadcasting, each nadsan gather the loca-
tion information of all nodes within the transmission range of
Consequently, all wireless nod&stogether define a unit-disk
graph (UDG), which has an linkw iff the Euclidean distance
|luv|| is less than one unit.

Energy conservation is a critical issueaid hocwireless net-
work for the node and network life, as the nodes are powered by
batteries only. In the most common power-attenuation model,
the power needed to support a link is ||uv||®, where ||uv||
is the Euclidean distance betweemndwv, [ is a real constant

broadcasting based on LRNG consumes energy abod6% more betweer2 and5 dependent on the wireless transmission envi-
than that by MST, and broadcasting based on RNG consumes en- ronment. This power consumption is typically callgath loss
ergy about 64% more than that by MST. We also show that no \We assume that the path loss is the major part of power con-
localized method can construct a structure for broadcasting with sumption to transmit signals. Notice that, practically, there is
total power consumption asymptotically better than LRNG. . .
some other overhead cost for each device to receive and then
[Index Terms—Broadcasting, energy conservation, low weight, to process the signal. For simplicity, this overhead cost can be
minimum spanning tree, ad hoc networks. integrated into one cost, denoteddyvhich is almost the same
for all nodes. However, we will assume that 0 for the rest
of this paper.
l. INTRODUCTION Wireless ad hoc network needs some special treatment as it
Recent years saw a great amount of research in wireless tifrinsically has its own special characteristics and some un-
works, especially ad hoc wireless networks due to its potentiMoidable limitations compared with wired networks. For ex-
applications in various situations such as battlefield, emergersspple, wireless nodes are often powered by batteries only and
relief, and so on. We assume that each wireless node haghgy often have limited memories. A transmission by a wire-
omni-directional antenna and a single transmission of a nolgss device is often received by many nodes within its vicinity.
can be received bginy node within its vicinity which, we as- This causes the signal interference if there are at least two nodes
sume, is a disk centered at this node. A wireless node canwanting to send a signal to a node. On the other hand, we can
ceive the signal from another node if it is within the transmislso utilize this broadcasting property to save the communica-
sion range of the sender. Otherwise, they communicate throuigins needed to send some information. Throughout this paper,
multi-hop wireless links by using intermediate nodes to relaylocal broadcastoy a node means it sends the message to all
the message. Consequently, each node in the wireless netwwrtles within its transmission range;gbobal broadcastoy a
also acts as a router, forwarding data packets for other nodesode means it tries to send the message to all nodes in the net-
We consider a wireless ad hoc network (or sensor netwotkprk by the possible relaying of other nodes. Since the main
with all nodes distributed in a two-dimensional plane. Assun@@mmunication cost in wireless networks is to send out the sig-
that all wireless nodes have distinctive identities, and the idemal while the receiving cost of a message is neglected here, a
tity of a nodew is denoted byl D(u). We also assume thatprotocol’s message complexity is only measured by how many
each static wireless node knows its position information eitheressages are sent out by all nodes.
through a low-power Global Position System (GPS) receiver orWireless ad hoc networks require efficient distributed algo-
through some other way. More specifically, it is enough fagithms and especially efficient localized algorithms for fast up-
our protocol when each node knows the relative position of ig&iting due to node’s mobility. Here a distributed algorithm is
_ o _ called alocalized algorithmif every node only uses the infor-
St?e%ﬁagmg;gf ﬁ_"g&%ﬁfﬁg‘i”g‘fﬂ;ﬂg‘gzs”:ﬁ‘g‘éhe of Technology, 10 W. 3lghation of nodes within a constant number of hops (plus some
additional information, if necessary, provided that it can be rep-

IThe structure whose total link length is within a constant factor of the min : r
mum spanning tree is called low-weighted hereafter. resented in a constant number of bits). A structure can be ef-



ficiently updated if it is constructed by a localized algorithnstruct such structure. We also show that some two-hop informa-
since when a node moves, it only affects the structure withirtian is necessary to construct any low-weighted structure. We
constant number of hops. also show the application of this structure in efficient broad-

In recent years, there has been a substantial amount of ¢asting in wireless ad hoc networks. Notice that a structure
search on topology control for wireless ad hoc networks [1], [2lith low-weight cannot guarantee that the broadcasting based
[3], [41, [5], [6], [7], [8], [9], [10], [11], [12], [13]. Topology on structure LRNG consumes energy within a constant factor
control is to select a subset of links among all possible wiref the optimum. We show that the energy consumption using
less links for communication. These algorithms are designtite structure LRNG is withi©(n°~1) of the optimum. Given
for different objectives. Some of the algorithms [1], [14], [4]a geometry grapl@, let wy(G) = Y ,.cc ||uv||b. Equiva-
[9] try to minimize the maximum link length while maintain-|ently, we prove thatug(LRNG) = O(nP~1) - ws(MST)
ing the network connectivity. Some algorithms [3], [6], [11for any 5 > 1. This improves the previously known “light-
bound the number of neighboring nodes each node has to cgst” structure RNG byO(n) factor since in the worst case
nect to. The method proposed in [6] also guarantees that Eb}?(RNG) = O(nf) - wg(MST) for any 3 > 1. Notice that,
constructed structure is a length spanner. Here a struéfurethe optimum broadcasting structure consumes total node power
is a spanner if, for any two nodes, the length of the shortegitleastO(ws (M ST)). At last, we show that there is no local-
path connecting them iff is no more than a constant factor ofized algorithm that can construct a structure for broadcasting
the length of the shortest-path connecting them in the originghose total energy consumption@ws (M ST)).
communication graph. A spanner structure can guarantee thathe remainder of the paper is organized as follows. We give
the total power consumption needed by the least cost pathstime geometry notations and present our efficient localized
connect any two nodes is within a small constant factor of thgethod constructing a bounded degree planar structure with
optimum if all possible links are kept. In [5], we proposed thgyw weight in Section Il. The proof of the correctness of the al-
first algorithm that can construct a planar spanner in a localizgdrithm is also given. In Section I1I, we discuss its applications
manner. Planar structures are used by several localized roufin@roadcasting, and find that it saves considerable energy con-
algorithms [15], [16]. Recently, we [17] proposed the first alsumption compared with that based on RNG. In Section IV, we
gorithm that can construct a bounded degree planar spannegdiducted extensive simulations to compare the performances
a localized manner. However, no localized algorithm is knowst the structure LRNG with previously best known structures.
on how to construct a structure whose total link length is withie conclude our paper in Section V with the discussion of pos-
a constant factor of that of the minimum spanning tree. We calble future works.
such structure asw weightstructure.

It was recently shown [18] that a broadcasting based on the II. Low WEIGHT TOPOLOGY
minimum qunning tree CcoNSUMes energy within a constant faC'Before we present our structure LRNG, we first give some
tor of the optimum. The. b.eSt dlstrlbuted algorithm [19], [zo]notations and review the definitions of some known structures.
[21] can compute the minimum spanning treelfn) rounds

USINGO 1 communications for a aeneral araph WithLet |lzy|| denote the Euclidean distance between two paints
9O(m +nlogn) 9 grap andy. A disk centered at a point with radiusr, denoted by

m edges and: nodes. The relative neighborhood graph, thg. . : . :
. isk(x,r), is the set of points whose distanceatds at most
Gabriel graph and the Yao graph all havén) edges and con- v ie., disk(z,r) = {y | |zy| < r}. Let lune(u,v) de-

tain the Euclidean minimum spanning tree for wireless ad hﬂ%ed by two pointsu andv be the intersection of two disks

networks mpdeled by UDG. This _|mpl|e_s t_hat We can Colgi, radius ||uv|| and centered at and v respectively, i.e.,
struct the minimum spanning tree in a distributed manner us- . . .
: : une(u,v) = disk(u, ||uv|]) N disk(v, |Juv]]). The relative
ing O(n logn) messages. Unfortunately, even for wireless ne

; III'eighborhood graph25], denoted by RNG(), consists of
work modeled by a ring, th€)(n log n) number of MESSages edgesuv such that thanterior of lune(u,v) contains no

s 15 oxpencive csperialy ahen we heve 6 upe o gt € V. Notice hee f ony he boundary (1)
S IS EXpensive especially whe e, ave 1o update the Mz hiains a point fronl/, edgewuw is still included in RNG.
frequently due to the frequent nodes’ movement. Thus, it

! o iven a weighted geometry gragh over a set of points, let
nature to ask whether we can approximate the MST efﬂmentu%:(G) be the total weight of the edges @ More specifi-

instead of constructing it exactly. Relative neighborhood grap . : . . b

(RNG) has been used for broadcasting in wireless ad hoc (éqjly, if the weight of an edgew is defmed asfuvl]’, t_hen
works [22], [23]. The ratio of the weight (total link length herer)et w(G) be the total ,\,Ne'ght of the We'lghted edgfaanl.e.,
of RNG over the weight of MST could b&(n) for n points  “b(G) = > e [uvll”- Whenb = 1, b is often omitted from

set [24]. The same example also shows that, the total pow# notation. A minimum spanning tree of a set of polritis a
used for broadcasting based on RNG is as large@s) of connected graph whose weight is the minimum among all con-
that based on MST. nected graphs spanning It is known that, given a UDG or a

We present the first localized method to construct a bound@int Set, the relative neighborhood graph always contains the
degree planar connected structure, namely LRNG, whose 1dfHrimum spanning tree as a subgraph.
edge length is within a constant factor of that of the minimum
spanning tree. The total communication cost of our methodAs Modified RNG
O(n) under a local broadcast communication model. In ad- Our low-weight structure is based on a modified relative
dition, every node only uses its two-hop information to comeighborhood graph. Notice that, traditionally, the relative



neighborhood graph will always select an edgeeven if there PROOF  One way to construct MST is to add edges in
is some node on the boundary lefe(u, v). Thus, RNG may the order of their lengths to the MST if it does not create a
have unbounded node degree, e.g., considetirg1 points cycle with previously added edges. If there are two edges
equally distributed on the circle centered at tiik pointv, the with the same length, we break the tie by comparing the
degree ofv is n — 1. Notice that for the sake of lowering thelarger ID of the two end-points then comparing smaller ID
weight of a structure, the structure should contain as less edgéshe two-end points. In other words, we label an edge
as possible without breaking the connectivity. We then natby (||uv||, max(ID(u), ID(v)), min(ID(u), ID(v))), and an
rally extend the traditional definition of RNG as follows. edgeuw is ordered before an edgg if the lexicographic order

The modifiedrelative neighborhood grapleonsists of all of the label ofuv is less than that ofy. Let7" be the minimum
edgesuv such that (1) thenterior of lune(u,v) contains no spanning tree constructed using the above edge ordering. We
pointw € V and, (2) there is no point € V with ID(w) <  will show thatT C RNG'.
ID(v) on the boundary ofune(u,v) and |lwv|| < [luv], For the sake of contradiction, assume that there is an edge in
and (3) there is no pointy € V with ID(w) < ID(u) T thatisnotin RNG'. Consider such edge with the smallest
on the boundary ofune(u,v) and ||lwu|| < |luv|, and (4) ordering. By definition of RNG’, there are only four cases for
there is no pointw € V on the boundary ofune(u,v) with wv ¢ RNG'.
ID(w) < ID(u), ID(w) < ID(v), and||wul|| = ||uv||. See  The first case is that there iswa € V in the interior of
Figure 1 for an illustration when an edge is not included lune(u,v). Obviously, edgesw andwwv are shorter thamv.
in the modified relative neighborhood graph. We denote sublo matter whether the edgev is in 7', we know that there is a
structure by RNG’ hereafter. Obviously, RNG’ is a subgrappath inT" (could be edgew) connectingu andw using edges
of traditional RNG. We prove that RNG’ has a maximum nodeith length at most.w. Similarly, the same property holds for
degrees and still contains a minimum spanning tree as a supeintsw andv. Thus, when we add edge» to 7', it will create
graph. a cycle with edges already ifi since the edges in path from

to w to v definitely are shorter thamv, i.e., added before edge

wv. This is a contradiction to the existencewafin T
The second case is that there is a paing V' on the bound-
ary of lune(u,v) with ID(w) < ID(v) and||wv| < |uv].
We only need to show that edgev and edgewv are ordered
before edge.v; the remaining proof is similar to the first case.
Sincel D(w) < ID(v), itis easy to show that the labelofv is
1) 2

lexicographically less than that of edge. Edgeww is ordered
beforeuv since||wv| < |Juv].

The similar proof carries over to the third and the fourth
cases. This finishes the proof.
Obviously, graph RNG’ still can be constructed usinmes-
sages. Each node first locally broadcasts its location and ID to
its one-hop neighbors. Then every node decides which edge to
3) 4)

keep solely based on the one-hop neighbors’ location informa-

tion collected. Since the definition is still symmetric, the edges
Fig. 1. Which edges are not in the modified RNG. constructed by different nodes are consistent, i.e., an edge

is kept by a nodex iff it is also kept by nodev. The compu-

Lemma 1: The maximum node degree in modified relativéational cost of a node is still O(dlog d) by using Delaunay

neighborhood graph RNG’ is at ma&t triangulation, wherel is its degree in UDG. A simple edge by
PROOF. Consider any node. For the sake of contradiction, as-edge testing method has time complexityd?).
sume that, has degree larger th@ni.e., it has at least neigh- Although graph RNG’ has possibly less edges than RNG,
bors in RNG'. By the pigeonhole principle, obviously, two of itdts total edge weight could still be arbitrarily large compared
neighbors in RNG’, say; andv,, form an angle/vyuv, less  with the MST. Figure 2 (a) illustrates an example where
thanw/3. Assume thafuv,| < |Juve| and if ||uv, || = [Juvz|] wW(RNG')/w(MST) = O(n) for a set ofn. points. Heren/2
assume thatD(v;) < ID(v9). Obviously, node; is thenin- points are equally distributed with separatior< 2/n on two
side the interior ofune(u,v9) or if it is on the boundary then parallel vertical segments with distanteespectively. Obvi-
|lviva]| < |Juve]| andID(v1) < ID(w2). In both cases, it is ously, all edges form RNG’ have total weight2 + (n/2 —1)e
a contradiction to the existence of edge, in RNG’. This fin- and the MST has total weiglt-(n/2—1)e. On the other hand,

ishes the proof. the following lemma bound the weight and spanning ratio from
above.
Similar to the above proof, it is not difficult to show that the Lemma 3:For any sparse graghwith O(n) edges, contain-
maximum node degree in graph RNG'’ is at mbsictually. ing MST as subgraphy;,(G) = O(n®) - wy(MST) forb > 1,

Lemma 2: The graph RNG’ contains an Euclidean minimun&nd it has length spanning ratio at mon).
spanning tree as a subgraph. PROOF. For any edgew € G, if uv € MST, then|luv|” <



wp(MST). If wv ¢ MST, then there is a path in MST with  3) If nodewu received a message informing existence of edge

edges not longer thamw connectingu andw. Leta;, 1 < j < xy from its neighborz, for each edgew in RNG’, if uv
k < n be the length of these edges. THen|| < >°, ;- a;. is the longest amongy, ux, andvy, nodeu removes
Thus, edgeuwv. Ties are broken by the label of the edges. Here
assume thatvyzx is the convex hull ofs, v, 2, andy.
luv]® < (Y @)t <07t Y ab <nPTw,(MST). Let LRNG be the final structure formed by all remaining
1<j<k 1<j<k edges in RNG’, and we call it low-weighted modified relative

neighborhood graph (LRNG). Obviously, if an e is kept
Consequentlyw, (G) = O(n®) - wy(MST) sinceG has only 1o graph ( ) y dgeis kep

b\ Y by nodeu, then it is also kept by node. To study the total
O(n) edges. Similar proof can show th@has length spanning yeight of this structure, we will show that the edges in LRNG
ratio at mosO(n).

satisfies thasolation property[26]. Letc > 0 be a constant.
Let E be a set of edges itdimensional space, and lete £
be an edge of weiglit If it is possible to place a hyper-cylinder
B of radius and height - [ each, such that the axis &f is a

_ _ subedge oé and B does not intersect with any other edge, i.e.,
So far RNG' is the previously best known connected strug; (E — {e}) = ¢, then edge: is said to beisolated[26].

tures that can be constructed locally and has a small total edgg| the edges inE are isolated, thed® is said to satisfy the

weight. As shown by Figure 2 (a), its total weight could still b&;ation property The following theorem is proved by Das
as large a®)(n) times ofw (M ST'). In this section, we give a 5| [26].

communication efficient method to construct a sparse topologyrheorem 4-: [26] If a set of line segment’ in d-dimensional

from RNG’ whose total edge weight is within a constant facs'pace satisfies the isolation property, thef) = O(1) -

tor of w(M ST). Previously no method is known to construct J(SMT). ’

structure with weighD(w(M ST)) in a localized manner. Here SMT is the Steiner minimum tree over the end points
We first show by example that it impossibleto constructa ¢ . Obviously, total edge weight of SMT is no more than

low-weighted structure using only one hop neighbor informanat of the minimum spanning tree. Generally,\/ST) =

tion. Assume that there is such algorithm. Consider a set g{,,(g)/T)) for a set of points in Euclidean space. It is also

points illustrated by Figure 2 (a). Let's see what this hypothginown [26] that, in the definition of the isolation property, we

ical glgorlthm will do to this point set. Sln_ce it uses only oneggp, replace the hyper-cylinder by a hypersphere, a hypercube

hop information, at every node, the algorithm only knows thakc  \ithout affecting the correctness of the above theorem. We

there are a sequence of nodes are evenly distributed with M@l ;se a disk and call iprotecting disk Specifically, the pro-

separation, a.nd another nqde which is one-unit away from CHL ting disk of a segmenty is disk (p, @HMH)’ wherep is the

rent node. Since the algorithm has the same (or almost Sa’ﬂﬁ%point of segmentv. Obviously. wé need all such disks do

information at each node, the algorithm cannot decide whetthe t intersect any edge except the,one that defines it

to keep the long edge. If it keeps the long edge, then the total e first partition the edges of LRNG into at mdsgroups

weight of the final structulre I (n . w(MST)). Ifit discafds uch that the edges in each group satisfy the isolation property.
the long edge, however, it may disconnect the graph since 8tice, given any node, any cone apexed atwith angle less

nodes known at the algorithm at one n_ode may be the Wh? tan /3 will contain at most one edge of LRNG incident on
network. See Figure 2 (b) for an illustration. u sinceLRNG C RNG'. Thus, we partition the region sur-
rounded the origin by equal-sized cones, s&, Cs, ---, Cy
(the cone is half-open and half-close). The cones at different
Vv i nodes are just a simple shifting of cones from the origin. Let
° ° E; be the set of edges at cofog (one end-point is the apex of
the cone and the other end-point is inside the cone). We then
show that:

Lemma 5:No two edges inF; share an end-point.
PROOFE Assume that two edgesu andyu share a common
nodewu. Obviously, these two edges cannot be from the cone
apexed at node; see Figure 3 for an illustration. Clearly, angle

B. Low Weight Topology

(a) A network (b) Another network

Fig. 2. The hypothetical algorithm cannot distinguish two cases here.

We now present our localized algorithm that constructs a
low-weighted structure using only some two hops information.

Algorithm 1: Construct Low Weight Structure u
1) All nodes together construct the modified relative neigh- \

borhood graph RNG’ in a localized manner.
2) Each nodeu locally broadcasts its incident edges in X

RNG’ to its one-hop neighbors. Node listens to the
messages from its one-hop neighbors. Fig. 3. Edges share a common end-point.



Zzxuy < 27 /7. However, we already showed that there are no
two edges incident on forming an angle less thar/3. This
finishes the proof.

We then prove the main theorem of this paper.

Theorem 6:The total edge weight of LRNG is within a con-
stant factor of that of the minimum spanning tree.
PROOF  We basically just show that the edges iy sat-
isfy the isolation property, fol < i < 7. For the sake
of contradiction, assume thdf; does not satisfy the isola-
tion property. Consider any edgev from E; and assume Fig-5. Nodex is below lineuv andy is above.
that it is not isolated. Thus, there is an edge, say in-
tersects the protecting disk efv. There are four different pojnt 4, is inside the lune defined by pointsandy, which is a
cases: Case (a) € disk(u, [luv|]) andy € disk(v, [[uv));  contradiction to the fact thaty € RNG'.
Case (b):z € disk(u,[luv|) andy ¢ disk(v, [|uv|); Case e then prove that the Case (b) is impossible. Assume that
(€): = & disk(u,|luv|) andy € disk(v, |luv]]); Case (d): y is outside of disk centered atwith radius||uv|. See Fig-

x & disk(u, |wl)) andy & disk(v, ||uv|)). These four cases yre 6 for an illustration of the proof that follows. Letbe the
are illustrated by Figure 4. Remember thate(u, v) is empty.

We will show that none of these four cases is possible.

Fig. 6. Case (b) is impossible.

intersection point ofcy with disk (v, ||uv||) that is closer tay.
Let 2z’ be the point on the dis#isk (v, ||uv||) such that segment
zz' is tangent to the protecting disk of segmeant Obviously,
Zuz'z > /2. Then|zz| > ||z2'|]. We can show thafzz'||

is at least|zv|| (the proof is presented in next paragraph). Then

Fig. 4. Four cases that an edge is not isolated. Assume edgg intersects
the protecting disk.

lyz|| > [lyzll + [lz2"]| > [lyoll — [lzv]l + |l22"]| > [lyv]]

For the first case, since is in disk(u, |[uv||) andy is in Thenzy is the longest segment of the convex heju since
disk(v, |luvl|), we know thatru andyv are both shorter than ||zu| < [Juv|| < ||vy||. This is a contradiction since our algo-
uv. Here,zu andyv need not be in the structum;. Thus, rithm will remove edgery. Notice here edgey is the longest
either uv or zy is the longest edge among, xy, zv and edge implies that node is a neighbor ofr and nodev is a
yv. Consequently, our algorithm will remove either or zy neighbor ofy. Thus both node and nodey will know the ex-
(whichever is longer). istence of edgew, and thus will remove edgey according to

For the remaining three cases, we will show that edge our algorithm.
is the longest of these four edges. First of all, nodesnd ~ Figure 7 illustrates the proofs ¢tz'|| > ||zv| that follows.
y cannot be on the different side of the line passing througkonsider any chordy tangent on the protecting disk faw.
nodesu andv. Assume that they do, andis below the line We will show that]|xy|| > [[yv|| = ||uv]|. Letz be the midpoint
uv. We also assume thatis outside of the disk centered atof =y, i.e.,vz is perpendicular tay. To makery shorter, seg-
u with radius||uv|| since one of the: andy is outside of the mentvz mustbe as long as possible. lpdie the midpoint ofiv
corresponding disk. See Figure 5 for an illustration. We firéinds be the point orry such that segments is perpendicular
show that/yzu < 7/3. Let pointg be the intersection point of to segmenty. Then clearly]jvz|| = |ps|| +[|pv|| - cos(Lups).
segmentzy with line uv. Let pointp be the corner point of the Thus,zy is minimized when angle ups is minimized. How-
lune lune(u,v) that is on the same side af asy. Obviously, €ever, Zups > Zupw sincex andy are all above the line
Lyru < Zyqu < Zpqu < Zpuww = w/3. We then show uv. Herew is the only intersecting point of chordt with
that||zy| > ||zul|. Letz be the intersection point afy with  the protecting diskdisk (p, @ - luv||. It is easy to show that
the boundary ofune(u,v) and closer ta: thanv. Obviously, ||ut|| = lengthtv = ||uv||. Thus, the minimum length of seg-
Zxuz > w/2, thus,||zy|| > ||=z| > ||zu|. Consequently, mentxy is ||uv| whenZLups = Zupw.



[31], [32]. To assess the complexities one at a time, the nodes in
the network are assumed to be static. Nevertheless, as argued
in [32], the impact of mobility can be incorporated into this
static model because the transmission power can be adjusted
to accommodate the new locations of the nodes as necessary.
In other words, the capability to adjust the transmission power
provides considerable “elasticity” to the topological connectiv-
ity, and hence may reduce the need for hand-offs and tracking.
In addition, as assumed in [32], there are sufficient bandwidth
and transceiver resources. Under these assumptions, central-
ized (as opposed to distributed) algorithms were presented by
[32] for minimum-energy broadcast/multicast routing. These
centralized algorithms, in this simple networking environment,
The proof of Case (c) is exactly the same as that for Cag8te expected to serve as the basis for further studies on dis-
(b). For Case (d), same to the proof of Case (b), we know tH#buted algorithms in a more practical network environment,
l|zul| < ||zy|| and|lvy| < ||zy|. Then edgery is also the with limited bandwidth and transceiver resources, as well as
longest edge of the convex hullyvu. This is a contradiction the node mobility.
since our algorithm will remove edgey (nodesz andy will be Any broadcast routing is viewed as an arborescence (a di-
informed byu andv respectively of the existence of edge rected tree)I’, rooted at the source node of the broadcast-

since||zul| < 1 and||vy|| < 1). This finishes the proof. ing, that spans all nodes. L¢t (p) denote the transmission
power of the node required byI". For any leaf node of T,

Notice that, from the above proof, we generally proved thgr (p) = 0. For any internal nodg of T,
following corollary.

Fig. 7. Edgery is the longest edge.

Corollary 7: A subgraph C RNG' is low-weighted if for fr (p) = max lpqll”
any two edgesw € G anday € G, neitheruv nor zy is the pa
longest edge of the quadrilateratyz. in other words, thed-th power of the longest distance between

Based on this COTOIIary, several new low WE|ghtEd StrUCtUrgSand its children inT. The total energy required W is
had been proposed recently [27], [28]. We then show that the _ = f;. (p). Thus the minimum-energy broadcast routing
topology LRNG does contain an Euclidean minimum spannirgoblem is different from the conventional link-based minimum

tree as a subgraph, thus it is still a connected graph. ~ spanning tree problem. Indeed, while the MST can be solved
Lemma 8:The constructed topology LRNG still contains gn polynomial time by algorithms such as Prim’s algorithm and
minimum spanning tree as a subgraph. Kruskal's algorithm [33], it is known [29] that the minimum-

PROOF.  Consider the minimum spanning trééconstructed energy broadcast routing problem cannot be solved in polyno-
in the proof of Lemma 2. We will prove thdt C LRNG by  mjal time if P # N P.

induction on the order of the edges added to the minimum spanTpree greedy heuristics were proposed in [32] for the

ning treeT". For the edge with the smallest order, it is clearlyyinjmum-energy broadcast routing problem: MST (minimum
still in LRNG. Assume that the firgt — 1 edgeS added o' are Spanning tree)' SPT (Shortest_path tree)' and BIP (broadcagt-
stillin LRNG. Consider théith edge, sayw, added tdl'. If uv  jng incremental power). The MST heuristic first applies the
is not in LRNG, there must have two pointsandy such that prim's algorithm to obtain a MST, and then orient it as an ar-
edgeuv has the largest lexicographical label among edges gBrescence rooted at the source node. The SPT heuristic ap-
the convex huluvyz. plies the Dijkstra’s algorithm to obtain a SPT rooted at the
Notice that for RNG', it is easy to show by induction thatgoyrce node. The BIP heuristic is the node version of Dijk-
for any two pointg andg, there is a path in RNG’ connectingstra’s algorithm for SPT. It maintains, throughout its execution,
p andg, whose edges have label less than thatgfFor any 4 single arborescence rooted at the source node. The arbores-
edge in this path, if it is not ifl", then by definition off’, we  cence starts from the source node, and new nodes are added
know that there is another path with edges’ino connect the {5 the arborescence one at a time on the minimum incremen-
two endpoints of this edge. Thus, for any two poiptandg, ta| cost basis until all nodes are included in the arborescence.
there is a path if” connecting andq, whose edges have labelrpe incremental cost of adding a new node to the arborescence
less than that ofq. _ . . is the minimumadditional power increased by some node in
Consequently, for pointa andwv, there is a path il con- the current arborescence to reach this new node. The imple-
necting them using edges with label lexicographically less thgfentation of BIP is based on the standard Dijkstra’s algorithm,
wv. This is a contradiction to the fact thav is also in the yth one fundamental difference on the operation whenever a
minimum spanning tre&’. This finishes the proof. new node; is added. Whereas the Dijkstra’s algorithm updates
the node weights (representing the current knowing distances to
the source node), BIP updates the cost of each link (represent-
IIl. APPLICATION IN BROADCASTING ing the incremental power to reach the head node of the directed
Minimum-energy broadcast/multicast routing in a simple dthk). This update is performed by subtracting the cost of the
hoc networking environment has been addressed in [29], [38Hded linkpg from the cost of every linlgr that starts fromy



to a noder not in the new arborescence.
For a pure illustration purpose, another slight variation of ’
BIP was discussed in detail in [34]. This greedy heuristic is
similar to the Chvatal’s algorithm [35] for the set cover prob- ! u. v \
lem and is a variation of BIP. Like BIP, an arborescence, which s S RS
starts with the source node, is maintained throughout the exe- v . . )
cution of the algorithm. However, unlike BIP, many new nodes AN —~ P
can be added one at a time. Similar to the Chvatal’s algorithm i \U ——8 -
[35], the new nodes added are chosen to have the mirgmal x ) ;
erageincremental cost, which is defined as the ratio of the min-
imum additional power increased by some node in the current
arborescence to reach these new nodes to the number of these
new nodes. They called this heuristic as the Broadcast Aver
Incremental Power (BAIP). In contrast to the-log m approx-
imation ratio of the Chvatal's algorithm [35], where is the

largest set size in the Set Cover Problem, they showed that @ kept by our algorithm, i.e., LRNG = RNG'. Obviously,
approximation ratio of BAIP is at leagt — o (1), wheren is ws(LRNG) = O(1) andwg(MST) = O(1/nf~1) for any
the number of receiving nodes. 8> 1.

The heuristics based broadcasting methods BIP, MST, and

SPT have been evaluated through simulations in [32], but lit- -
tle is known about their analytical performances in terms of the
approximation ratio. Waet al. [34], [18] showed that the ap-

proximation ratios of MST and BIP are betwegand12 and
between13—3 and12 respectively; on the other hand, the approx-
imation ratios of SPT and BAIP are at legsand ;> — o (1)

In

respectively, where: is the number of nodes. The following z u v ;
lemma was proved in [18].

Lemma 9:For any point setV in the plane, the total
energy required by any broadcasting amovigis at least

< <12
;‘(J)ﬁt(é\é[ Sggr/n Ct;?rSt’mV:/r?i(rer:ﬁ?nE 2’;11;?”* teréS a constant related On the other hand, we can show that the worst-case perfor-
9 Y P 9 ) %che of LRNG on broadcasting is better than that based on
er

age
Fgllg. 8. Broadcasting based on RNG could®@:?) times the optimum.

Fig. 9. wg(LRNG) = O(nP~1) - wg(MST).

Unfortunately, none of these underlying structures can . .
. . . G. Actually, the total energy consumption of broadcasting
constructed in a localized manner, i.e., each node cannot defer- : B—1\ 1 :
. : L : ; ased on LRNG is no more thamn(n”~') times of the opti-
mine which edge is in the defined structure by purely using the
information of the nodes within some constant hops. RNG has M-
Lemma 11l:wg(LRNG) < O(nP~1) - ws(MST).

been used for broadcasting in wireless ad hoc networks [2

[23]. Obviously, the ratio of the total link lengths in RNG over iotF' Asisu<m¢ t?a:;&)ﬂii]\f(}) dg ciw(%ST)ffErR?\féms:bam
the total link lengths of MST could be&(n) for a UDG ofn i'< _e<ai’ l_bz i de Ienetr?ed;g% |S_|Or k— O a Igi
points set. Figure 8 illustrates an example that the total enerdy. L= g_ f ed ce gLeREIGg T?] - Herek = O(n) is
used by broadcasting on RNG could be abogt?) times of number ot edges in - then

the minimum-energy used by an optimum method. Herexithe 8 3

nodes are evenly distributed on the aig, segment; uy, arc Z @i ( Z a;)

uy, arcyvy, segment,v;, and arcv,z. Here four nodes, 1sisk 1sick

IN

ug, v1, andwvg form a unit square. It is not difficult to show < & ( Z bi)ﬁ
thatw(MST) = O(1) andwg(MST) = ©(1/n"~1), while 1<i<n—1
w(RNG) = O(n) andwg(RNG) = O(n). < B.opfr. Z b

Together with Lemma 3, we know that in the worst case, - =
ws(RNG") = O(nP) - ws(MST). o

Lemma 10:In the worst casews(RNG) = ©O(nf) - This finishes the proof.
wg(MST).

Notice that even the structure LRNG has total edge lengthConsequently, we know that in the worst case,
w(LRNG) < c-w(MST) for some constant, it does notguar- ws(LRNG) = ©O(n’~1) . wg(MST). Figure 9 shows
antee thawg(LRNG) is within a constant factor afg(M/ ST) that, to get a structure with weigli®(wz(1 ST)), we have
for 6 > 1. Figure 9 illustrates such an example. Here the sep construct a minimum spanning tree for that example.
mentuwv has lengthl. The othern — 1 nodes are evenly dis- Notice that the worst case communication cost to build a
tributed along the three segments of a square (with side lengtinimum spanning tree i) (nlogn) under the wireless
1 + €) such that the lines drawn in Figure 9 is indeed the graglommunication model. It seems that the we may have to spend
RNG'. It is not difficult to show that all edges in RNG’ areO(nlogn) communications to build a structure with weight



O(wg(MST)). However, this worst case may not happen at 1) Total Messages In wireless networks, less messages to
all: for the configurations of nodes that ne@gn logn) com- construct a topology will save energy consumption. We
munications to build the minimum spanning tree, the structure  already showed that the total messages of constructing
built by our method may be good enough; on the other hand, LRNG is at mosBn.

for the example that our algorithm does not perform well, we 2) Max MessagesWe also test what is the maximum num-
may find an efficient way to build a minimum spanning tree ber of messages a node will send in building this struc-
using o(nlogn) messages. We leave it as an open problem  ture. A large number of messages at some node will de-

whether we can construct a struct@evhose weightvs (G) is lay the topology updating and drain out its battery power

O(wg(MST)) using onlyo(n logn) messages, or even(n) quickly.

messages. Here each messageasg n) bits always. 3) Average Node Degree A smaller average node degree
Here we show that néocalized algorithm can construct a often implies less contention and interference for signal

structure for broadcasting, whose total power consumptionisat and thus a better frequency spatial reuse, which in turn
mosto(n®~1) times the optimum. Assume that there is such will improve the throughput of the network.
a deterministic localized algorithi that uses:-hop informa- 4) Max Node Degree We also test the maximum node de-
tion. Figure 10 illustrates such an example that algorithm gree. A larger node degree at some node will cause more
cannot approximate the optimum broadcasting structure within ~ contention and interference for signal, and also may drain
factoro(n®~1). In the example, the shortest hop distance be-  out its battery power quickly.
5) Max Node Power Notice that each user will set its
Y eccoeee - — - - - eccse V Y eoo000e — - — - - PUPPRY) transmission range equal to the length of the longest edge
; incident onu, callednode powerin this paper. Thus, a
smaller node power will always save the power consump-

! tion. The max-node-power captures the maximum power
used by all nodes. Here, in all our simulations, we set the
constants = 2, so that the power needed to support a

u u link wo is [|uv||?.
X -----ee00 X eo0eeee— - - - - -s0ee 6) Total Node Power The total node power approximates
(a) (b) the total power used by all nodes to keep the connectivity.
Fig. 10. No localized algorithm that approximates the optimum broadcasting /) Total Edge Length: We proved that all structures pro-
within factoro(nf8-1. posed in this paper have the total edge length within a
constant factor of MST, while no previously known struc-
tween nodes: andx is more thark hops. Then algorithri tures having this property.
will have the same information at nodefor both configura-  8) Total Link Power: It was also proved in [18] that a
tions (a) and (b). 1A decides to keep edge, then for config- broadcasting based on MST consumes energy within a

uration (a), the broadcasting based on the final structure (with  constant factor of the optimum. We thus compare the
all edges shown in Figure 10 (a)) will consume power about total link power used by our structure with previously
3

1+ () . p =14 (25;_13[ . Notice that, the optimum known structures.

broadcasting structure will not use lindo, and has total power In the simulations, we will only test the performances of
consumption abOl(t%;l)ﬁ = (2:;_11)[’. Consequently, the structure_ LRNG and compare it with previously _known struc-
constructed structure uses power about-’—— — ©(nf-1 ture G, in [36], RNG in terms of the above metrics. The rea-
, , ; p. [f2k+1)ﬂ =O(n , ) son for only selectingz, and RNG is that in [36], their sim-
times of the optimum, sinck is a constant here. & decides |;|5tions already show that; out-performs other previously

not to keep edgev, then the structure constructed Byis nOt o, structures in terms of the node degree, max node power,
connected for configuration illustrated by Figure 10 (b). Thugg the total node power. Hereafter, we s ST instead of

we have the following theorem. Gy in the experiments, if it is clear.
Theorem 12:No localized method can construct a structure |, the first simulation. we randomly generdf# nodes uni-
for broadcasting with total power consumption asymptoticall%rmb, in a 1000m x 1000m region. The maximum trans-

better than LRNG. mission range of each node is set2®m for all the nodes.

The topology derived using the maximum transmission power

(UDG), MST, RNG, LMST, and LRNG are shown in Figure 11

respectively. To make the performance testing precise, we gen-
We conducted extensive simulations to study the perfarate100 sets of100 node sets and compute the performance

mance of our structure in terms of the longest edge length, tetrics accordingly. The corresponding performances are il-

total edge length, maximum node power, total node power alustrated in the following Table IV. Here for max node degree,

so on. Although network throughput is an important perfornax message and max node power, we show both the maximum

mance metric, it is influenced by many other factors such as thied average values over the0 sets.

MAC protocol, routing protocol and so on. Therefore, most re- We then vary the number of nodes in the region fradrno

lated work does not test the throughput performance. We wild0. The transmission range of each node is still seXsn.

use the following metrics to compare the performance: We plotted the performances of all structures in Figure 12.

IV. EXPERIMENTS



Fig. 11. Different structures from a UDG.

TABLE |
THE PERFORMANCES COMPARISON OF SEVERAL STRUCTURES

MST RNG

MST RNG | LMST | LRNG
MaxMaxMsg - 1.00 5.00 4.00
AvgMaxMsg - 1.00 4.68 4.00
TotMsg - 100.00 | 305.96 | 238.98
MaxMaxDeg 4.00 4.00 4.00 4.00
AvgMaxDeg 3.68 4.00 3.68 3.68
AvgDeg 1.98 2.38 2.06 2.03
MaxMaxNPow | 3.59 5.90 5.90 4.06
AvgMaxNPow | 2.27 4.02 3.85 3.16
TotNPow 208.91| 368.40| 343.27| 285.35
TotLength 135.41| 189.26| 148.18| 143.84
TotLPow 114.86| 192.71| 136.16 | 128.53

e

LMST LRNG

ws(LRNG) = O(nP~1) - ws(MST) for any 3 > 1. This im-
proves the previously known “lightest” structure RNG®yn)

factor sincew(RNG) = O(n) - w(MST) andwg(RNG) =
O(n”) - ws(MST). We also showed thatto localized method

can construct a structure such that the broadcasting based on
this structure consumes power within facton®~!) of the op-
timum.

On one aspect, a structure with low-weight does not guaran-
tee that it approximates the optimum broadcasting structure in
terms of the total energy consumption. On the other hand, a
structure for broadcasting whose total energy consumption is
within a constant factor of optimum does not guarantee that
it is low-weight. We can show that its total edge length is
within O(v/n) of w(MST) for an-nodes network. Consid-
ering this “non-relevance” of the low-weight structure and the
optimum broadcasting structure, it remains open how to con-
struct a topology that approximates the optimum broadcasting

All the results show that LRNG has better performance thafructure using messages: log n).

LMST and RNG. In other words, LRNG has less length cost The constructed structure is bounded degree, planar, and
and power cost for .b.roadcastlng; it has smaller node POWB{v-weight. We [37] recently gave af(nlogn)-time cen-

to keep the connectivity. The messages used for constructipglized algorithm constructing a bounded degree, planar, and
LRNG are also less than the one of LMST. The simulation r%w_weighted spanner. However’ we cannot make that a dis-
sults confirm all of our th(laorgtical analysis. Remember th@{huted algorithm without sacrificing the spanner property [17].
LRNG maybe spen@(n”~!) times of power of the optimum |t remains open how to construct a bounded degree, planar, and
for broadcasting in the worst case. However, our SimU|ati0R§W-weightedspannen'n a distributed manner using ondy(n)

show that the energy consumption of broadcasting based @inmunications under the local broadcasting communication
LRNG is within a small factor of that based on the MST anghgdel.

is much better than the energy consumed based on RNG and
LMST. In summary, the LRNG is the best among all these

known local structures; additionally, it can approximate MST
theoretically and be used for energy efficient broadcasting.

We consider a wireless network composea @f set of wire-

V. CONCLUSION

REFERENCES

[1] Mohsen Bahramgiri, Mohammad Taghi Hajiaghayi, and Vahab S. Mir-
rokni, “Fault-tolerant and 3-dimensional distributed topology control al-
gorithms in wireless multi-hop networks,” iRroceedings of the 11th
Annual |IEEE Internation Conference on Computer Communications and
Networks (ICCCN)2002, pp. 392-397.

[2] M. Grunewald, T. Lukovszki, C. Schindelhauer, and K. Volbert, “Dis-

tributed maintenance of resource efficient wireless network topologies,”

less nodes distributed in a two dimensional plane. We pre-
sented the first localized method to construct a bounded dgs

2002, Submitted for publication.

] L. Hu, “Topology control for multihop packet radio networks|EEE

gree planar connected structure LRNG whose total edge length
is within a constant factor of that of the minimum spanning4l
tree, i.e.,w(LRNG) = O(1) - w(MST). The total com-

munication cost of our method 9(n), and every node only

uses its two-hop information to construct such structure. W&l
showed that some two-hop information is necessary to con-
struct any low-weighted structure. We also studied the ap-
plication of this structure in efficient broadcasting in wirelesd®l
ad hoc networks. We showed that the energy consumption
using this structure is withiD(n”~1) of the optimum, i.e.,

Trans. Communicationsol. 41, no. 10, 1993.

Li Li, Joseph Y. Halpern, Paramvir Bahl, Yi-Min Wang, and Roger Wat-
tenhofer, “Analysis of a cone-based distributed topology control algo-
rithms for wireless multi-hop networks,” ’KCM Symposium on Principle

of Distributed Computing (PODCP001.

Xiang-Yang Li, G. Calinescu, and Peng-Jun Wan, “Distributed construc-
tion of planar spanner and routing for ad hoc wireless networks2’18t
Annual Joint Conference of the IEEE Computer and Communications So-
cieties (INFOCOM) 2002, vol. 3.

Xiang-Yang Li, Peng-Jun Wan, Yu Wang, and Ophir Frieder, “Sparse
power efficient topology for wireless networksJournal of Parallel and
Distributed Computing2002, To appear. Preliminary version appeared
in ICCCN 2001.



10

1801

totallink length

LRNG

50 100 150 200 250 300 350 200 250 300
Number of nodes. Number of nodes

total-link-length

total-link-power

350 400 50 200 350 400 450 500

250 300
Number of nodes

avg-node-degree

— e
& LuST
LRNG

1600
1400)

1200

avg max node degree

total messages

D

4 == RNG

150 200 250 300 350 400 450 200 250 300
Number of nodes Number of nodes.

avg-max-node-degree

total-message

30 400 200 250 300 350 400 450 500
Number of nodes

avg-max-message

avg max node power

total node power

= msT
—— RNG
& LusT

LRNG

LRNG

max max node power

200 0 400

150

250 300 150 200 250 300
Number of nodes. Number of nodes

total-node-power

avg-max-node-power

350 400 200

250 300
Number of nodes

max-max-node-power

Fig. 12. Results when the number of nodes in the networks are different §fidn500). Here the transmission range is seR&gm.

[7] L. Lloyd, Rui Liu, Madhav V. Marathe, Ram Ramanathan, , and S. $16] B. Karp and H. T. Kung, “Gpsr: Greedy perimeter stateless routing for

(8]
19]

(10]

[11]

[12]

(23]

(14]

(15]

Ravi, “Algorithmic aspects of topology control problems for ad hoc net-
works,” in [EEE MOBIHOG 2002.

Rajmohan Rajaraman, “Topology control and routing in ad hoc networkg:7]
A survey,” SIGACT Newgsvol. 33, pp. 60-73, 2002.

R. Ramanathan and R. Rosales-Hain, “Topology control of multihqgg]
wireless networks using transmit power adjustmentiEBE INFOCOM

2000.

Y.-C. Tseng, Y.-N. Chang, , and B.-H. Tzeng, “Energy-efficient topology
control for wireless ad hoc sensor networks,"Proc. Int. Conf. Parallel [19]
and Distributed Systems (ICPADZD02.
Yu Wang and Xiang-Yang Li, “Distributed spanner with bounded degree
for wireless ad hoc networks,” imternational Parallel and Distributed 0]
Processing Symposium: Parallel and Distributed Computing Issues L%
Wireless networks and Mobile Computimpril 2002.

Yu Wang and Xiang-Yang Li, “Geometric spanners for wireless ad ho[%1
networks,” inProc. of 22nd IEEE International Conference on Dis- 1
tributed Computing Systems (ICDC3D02.

Roger Wattenhofer, Li Li, Paramvir Bahl, and Yi-Min Wang, “Distributed
topology control for wireless multihop ad-hoc networks,1HEE INFO-
COM’'01, 2001.

A. Clementi, P. Penna, and R. Silvestri, “The power range assignment
problem in radio networks on the plane,” XVII Symposium on Theo-
retical Aspects of Computer Science (STACS'00), LNCS(1770):651-6683]
2000.

P. Bose, P. Morin, I. Stojmenovic, and J. Urrutia, “Routing with guaran-
teed delivery in ad hoc wireless networks®CM/Kluwer Wireless Net-
works vol. 7, no. 6, pp. 609-616, 2001, 3rd int. Workshop on Discrete A[24]
gorithms and methods for mobile computing and communications, 1999,
48-55.

wireless networks,” ilACM/IEEE International Conference on Mobile
Computing and Networkin@000.

Yu Wang and Xiang-Yang Li, “Localized construction of bounded degree
planar spanner for wireless networks,”ACM DialM-POMG 2003.
Peng-Jun Wan, G. Calinescu, Xiang-Yang Li, and Ophir Frieder,
“Minimum-energy broadcast routing in static ad hoc wireless networks,”
ACM Wireless Networks2002, Preliminary version appeared in IEEE
INFOCOM 2000.

M. Faloutsos and M. Molle, “Creating optimal distributed algorithms for
minimum spanning trees,” Tech. Rep. Technical Report CSRI-327 (also
submitted in WDAG '95), 1995.

R. Gallager, P. Humblet, and P. Spira, “A distributed algorithm for min-
imumweight spanning treesACM Transactions on Programming Lan-
guages and Systemsl. 5, no. 1, pp. 66-77, 1983.

J. A. Garay, S. Kutten, and D. Peleg, “A sub-linear time distributed al-
gorithms for minimum-weight spanning trees,” 8ymp. on Theory of
Computing 1993, pp. 659—668.

J. Cartigny, D. Simplot, and I. Stojmenovic, “Localized energy efficient
broadcast for wireless networks with directional antennasProc. IFIP
Mediterranean Ad Hoc Networking Workshop (MED-HOC-NET 2002)
Sardegna, Italy, 2002.

Mahtab Seddigh, J. Solano Gonzalez, and I. Stojmenovic, “Rng and in-
ternal node based broadcasting algorithms for wireless one-to-one net-
works,” ACM Mobile Computing and Communications Revigal. 5,

no. 2, pp. 37-44, 2002.

Xiang-Yang Li, Peng-Jun Wan, Yu Wang, and Ophir Frieder, “Sparse
power efficient topology for wireless networks,” IEEE Hawaii Int.
Conf. on System Sciences (HICS8)02.



(25]
(26]

(27]

(28]

[29]

[30]

[31]

(32]

(33]

[34]

(35]
(36]

(37]

Godfried T. Toussaint, “The relative neighborhood graph of a finite planar

set,” Pattern Recognitiopvol. 12, no. 4, pp. 261-268, 1980.

Gautam Das, Giri Narasimhan, and Jeffrey Salowe, “A new way to weigh

malnourished euclidean graphs,” ACM Symposium of Discrete Algo-

rithms 1995, pp. 215-222.

Xiang-Yang Li, Yu Wang, and Wen-Zhan Song, “Localized minimum

spanning tree and its applications in wireless ad hoc networks,” 2003,

Submitted for publication.

Xiang-Yang Li, Yu Wang, Peng-Jun Wan, and Ophir Frieder, “Localized

low weight graph and its applications in wireless ad hoc networks,” in

IEEE INFOCOM 2004, Accepted for publication.

A. Clementi, P. Crescenzi, P. Penna, G. Rossi, and P. Vocca, “On the

complexity of computing minimum energy consumption broadcast sub-

graphs,” in18th Annual Symposium on Theoretical Aspects of Computer

Science, LNCS 201001, pp. 121-131.

A. Clementi, P. Penna, and R. Silvestri, “On the power assignment

problem in radio networks,”Electronic Colloquium on Computational

Complexity 2001, To approach. Preliminary results in APPROX'99 and

STACS'2000.

L. M. Kirousis, E. Kranakis, D. Krizanc, and A. Pelc, “Power consump-

tion in packet radio networks,Theoretical Computer Scienceol. 243,

pp. 289-305, 2000.

J. Wieselthier, G. Nguyen, and A. Ephremides, “On the construction of

energy-efficient broadcast and multicast trees in wireless networks,” in

Proc. IEEE INFOCOM 20002000, pp. 586-594.

T. J. Cormen, C. E. Leiserson, and R. L. Rivesttroduction to Algo-

rithms MIT Press and McGraw-Hill, 1990.

Peng-Jun Wan, G. Calinescu, Xiang-Yang Li, and Ophir Frieder,

“Minimum-energy broadcast routing in static ad hoc wireless networks,”

in IEEE Infocom 2001.

V. Chvatal, “A greedy heuristic for the set-covering probleniathe-

matics of Operations Researalol. 4, no. 3, pp. 233-235, 1979.

Ning Li, Jennifer C. Hou, and Lui Sha, “Design and analysis of a mst-

based topology control algorithm,” iRroc. of IEEE INFOCOM 2003
003.

Xiang-Yang Li and Yu Wang, “Efficient construction of bounded degree
planar spanner,” ICOCOON’03 2003.

11



