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Abstract

We review the methods and results in the study of convexity of level sets for so-
lutions to partial differential equations. We also derive a sharp Gauss curvature
estimate for the level sets of three dimensional minimal graph defined on a convex
ring in R3 with boundary contained in two parallel hyperplanes.
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1 Introduction and some classical examples

Convexity is one of the basic properties in geometry and analysis. It can be
expressed in term of curvatures when the object is smooth. Therefore convexity
has not only been extensively studied in geometry, but also an interesting topic in
analysis for many decades. For solutions of partial differential equations, we are
concerned with both the convexity of solutions and the convexity of level sets of
solutions. In this paper, we briefly review the study of convexity of level sets, and
also prove some new results.

The study of convexity can be traced back to Morse [41, 42] in 1920’, where
he studied the critical points of solutions to partial differential equations. Clearly,
critical points are closely related to the geometry of solutions. Pogorelov [43, 44]
did some inaugurated works on convexity. He introduced new a priori estimates
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for the convexity of hypersurfaces. In 1956, Shiffman [46] proved several beautiful
theorems concerning the geometry of a minimal annulus whose boundary consists
of two closed convex Jordan curves contained in two parallel planes P1, P2, re-
spectively. One of his theorems states that the intersection of the surface with
any parallel plane P , between P1 and P2, is a convex Jordan curve, from which it
follows in particular that this surface is embedded. To our knowledge, this is the
first precise result on convexity of level sets.

In 1957, Gabriel [13] proved that the level sets of the Green function on a 3-
dimension convex domain Ω are strictly convex. Gabriel introduced the following
so called quasi-concave function:

Q(x, y) := u(
x + y

2
)−min{u(x), u(y)}, (x, y) ∈ Ω× Ω. (1.1)

Clearly, the level sets of u are all strictly convex if and only if Q(x, y) > 0,∀(x, y) ∈
Ω× Ω, x 6= y.

For the following boundary problem:
{4u = −2 in Ω ⊂ R2,

u = 0 on ∂Ω.
(1.2)

Makar-Limanov [39] proved, in 1971, that u
1
2 is strictly concave on a bounded

smooth convex domain Ω . This means that even though the solution itself may
not be convex, but a function of the solution can be convex. This striking idea
sparked further investigations on the convexity.

In 1976, Brascamp-Lieb [4] considered the following heat equation:




∂u

∂t
= 4u in Ω× (0,∞),

u = 0 on ∂Ω× [0,+∞),
u(x, 0) = u0(x) ∀x ∈ Ω,

where Ω is a bounded convex domain in Rn, and u0 is a given function vanishing
on the boundary ∂Ω. When log u0 is concave, they proved that ∀ t > 0, log u is
always concave (in x), too. This property also implies that the first eigenfunction
to the following Laplace equation is log-concave:

{4u = −λ1u in Ω ⊂ Rn,
u = 0 on ∂Ω.

(1.3)

In this paper, we first consider in Section 2 the convexity of level sets of
solutions. Then as a continuation of Section 2, we discuss in Section 3 the convexity
of the solution itself. In Section 4, we give some curvature formulas on the level
sets of the hypersurfaces, and give another proof of a constant rank theorem on
the second fundamental form of the convex level sets of immersed hypersurfaces
in R3 via moving frame. In the last section, we prove a new result on the Gauss
curvature estimates of the level sets of minimal graph defined on convex ring in
R3 with boundary contained in two parallel hyperplanes. In this paper we will
restrict ourselves to materials which we are interested in and familiar with. The
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readers are referred to the book [26] by Kawohl, which is still a good source on
this subject.

Acknowledgment: The first author would like to thank Professor Pengfei Guan
for helpful discussions on this subject.

2 History of convexity of level set

Obviously, when a function is convex, it’s level sets are all convex. But we empha-
size on the convexity of level sets, and regard the convexity of function itself as an
ingredient of it, although we will discuss the convexity of function itself separately
in the next section.

For a function u defined in a domain Ω in Rn, it’s level set can be usually
defined in the following four sense:

Definition 2.1. St := {x ∈ Ω|u(x) > t}.
Definition 2.2. St := {x ∈ Ω|u(x) < t}.
Definition 2.3. S(t) := {x ∈ Ω|u(x) = t}.
Definition 2.4. S(x, t) := {(x, t) ∈ Rn+1|u(x) = t, x ∈ Ω}.
Where t is any given real constant.

Sometimes St in Definition 2.1 may be called super level set, accordingly
St called sub level set. One should take a suitable one of the four definitions
contextually. If one look G := {(x, u(x))|x ∈ Ω} as the graph of u, then one can
also define the level set of u by cutting G with a horizontal plane Pt := {(x, t) ∈
Rn+1|x ∈ Rn}. For example, when Pt cuts G into two parts, St may be popularly
said as the projection on Ω of the upper part, and S(x, t) is just the kerf. To get a
regular shape of the level set of u, one usually assume that Pt cuts G transversally.
In particularly, if u is differentiable, then one usually assume |∇u| 6= 0. We say
that the level set of u is convex, which means that St(St) is a convex domain or
that S(t)(S(x, t)) is a convex hypersurface.

Next, we will expose the history and methods in studying the convexity of
level sets in three subsections.

2.1 Macroscopic maximum principle

In 1977, Lewis [33] extended the Gabriel’s result to p-harmonic functions in higher
dimensional case and obtained the following theorem:

Theorem 2.5. (Lewis [33]) Let u satisfy




div(|∇u|p−2∇u) = 0 in Ω = Ω0\Ω̄1,
u = 0 on ∂Ω0,
u = 1 on ∂Ω1,

(2.4)

where 1 < p < +∞, Ω0 and Ω1 are bounded convex domains in Rn, n ≥ 2,
Ω̄1 ⊂ Ω0, and Ω = Ω0\Ω̄1 is called convex ring (we call here and below u satisfies
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the homogeneous Dirichlet boundary conditions in convex ring). Then all the level
sets of u are strictly convex.

In 1982, Caffarelli-Spruck [8] generalized the Gabriel-Lewis’ method to a class
of semilinear elliptic partial differential equations as follows:




4u = f(u) in Ω = Ω0\Ω̄1,
u = 0 on ∂Ω0,
u = 1 on ∂Ω1.

(2.5)

Where Ω ⊂ Rn is a convex ring as before, and f is a continuous function in R. If
f is monotonously nondecreasing, and f(0) = 0, then the level sets of the solution
u of (2.5) are all C1,α convex hypersurfaces.

Gabriel’s method has got some more extensions, and the latest is such as the
following theorem due to Greco [17]:

Theorem 2.6. (Greco) Let Ω = Ω0\Ω̄1 be a convex ring in Rn. Let u satisfy:




4u = f(x, u,∇u) in Ω,
u = 0 on ∂Ω0,
u = 1 on ∂Ω1,
0 < u < 1 in Ω.

(2.6)

where f(x, u,∇u) is a locally uniformly continuous function, and s2f(sx, u, ∇u
s )

is monotonous increasing in s > 0. Then |∇u| 6= 0. If assume in addition the
following structure condition:

s3f(x, u,
∇u

s
) is convex in (s, x) ∈ R+ × Ω. (2.7)

Then the level sets of u are all convex.

Notice that the monotonicity of f in u is not required in this theorem.
Gabriel’s method has been also extent to prove the convexity of the solution

itself, for the references one can see [1, 8, 14, 15, 27, 28, 30]. People nowadays
call it a macroscopic method. The key idea is to deduce a maximum principle
on the quasi-concave function Q(x, y). So it also be called the concave maximum
principle. We will discuss it further in the next section. Besides, concave envelope
is also an important macroscopic method in studying the convexity. Concave en-
velope has been used successfully in proving the convexity of the solution itself by
many authors, while it did not become a story of proving the convexity of level set
until recent years (Cuoghi-Salani [10]). Let u be a function in a domain Ω ⊂ Rn.
The quasiconcave envelope of u is a function defined by:

u∗(x) = max

{
min{u(x1), . . . , u(xn+1)}

∣∣∣x =
n+1∑

i=1

λixi,
n+1∑

i=1

λi = 1, xi ∈ Ω̄, λi≥ 0

}
.

(2.8)
Roughly speaking, u∗ is such a function as: the super level set of u∗ is just the
convex envelope of the sup level set of u. For the quasiconcave envelope u∗,
Cuoghi-Salani [10] proved the following theorem:
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Theorem 2.7. (Cuoghi-Salani) Let Ω = Ω0\Ω̄1 be a convex ring in Rn. Let u be
an admissible solution of the following problem:





F (x, u,∇u,D2u) = 0 in Ω,
u = 0 on ∂Ω0,
u = 1 on ∂Ω1,

(2.9)

Assume ∇u 6= 0. Then u∗ is a viscosity subsolution of (2.9), provided F satisfying:
(i) F is continuous in all variables;
(ii) F (x, u,∇u,D2u) monotonously decrease in u;
(iii) F (x, u,∇u,D2u) is degenerate elliptic;
(iv) There exists a constant p0 < 0 such that ∀ p ≤ p0, θ ∈ Rn :

(x, t, A) → F (x, t1/p, t1/p−1θ, t1/p−3A) is a concave map in Ω× (1,+∞)× ΓF .
(2.10)

By the above theorem, if assume in addition that F satisfies the viscosity
comparison principle, then u∗ ≤ u, and hence u = u∗, which means the level sets
of u are all convex.

Remark 2.8. Degenerate elliptic in Theorem 2.7 means:

F (x, u,∇u,A) ≤ F (x, u,∇u,B), ∀A,B ∈ Γ, A−B ∈ S+
n ,

where Sn is the set of n × n symmetric real matrices. S+
n (S++

n ) is the subset
of Sn of the positive semidefinite (definite) matrices. Γ ⊂ Sn is a convex cone
containing S++

n with the vortex at origin, while ΓF =
⋃

Γ where the union
⋃

is
extended to every cone Γ such that F is degenerate elliptic in it. A solution u is
called admissible if (D2u) ∈ ΓF .

The macroscopic method originated by Gabriel may have too more constraints
in application, and so far has been just applied successfully to a special class of
equations. It is also difficult to get the result of the strictly convexity by using
this method, while the strictly convexity may usually be crucial in some geometry
applications.

2.2 Microscopic maximum principle

The subject being considered need not be smooth while one characterizes the
convexity of it. In other words, the macroscopic description of convexity doesn’t
involved with the conception of differentiation. But, the classical solutions of
differential equations are always differentiable and differentiating is of cause the
essential idea in differential geometry. So, it’s natural to look insight the convexity
in the microscopic point of view. For example, for a second differentiable function
u, when the Hessian matrix (D2u) is positive definite at some point, then u is lo-
cally convex at this point. For another example, when the level set is considered as
a hypersurface, then it’s locally strict convex at a point if the second fundamental
form of the hypersurface is positive definite.



300 Xi-Nan Ma and Y. Wang

In fact, there has been a maturated idea to study convexity in the microscopic
point of view, i.e., the deformation idea or the continuous method. Meanwhile,
a powerful tool, constant rank theorem, gradually comes to maturity. In 1985,
Caffarelli-Friedman [6] first proved a constant rank theorem on solutions to a class
of semilinear elliptic equations, and hence got further result of strict convexity of
the solutions. The similar idea also appeared in Singer-Wong-Yau-Yau [47]. We
will give further discussion on this in the next section.

For the constant rank theorem on level sets, in 1990, Korevaar [31] first
proved a remarkable theorem as following:

Theorem 2.9. (Korevaar) Let Ω be a connected domain in Rn. Let u ∈ C4(Ω)
solve:

Lu := A(∆u− uiuj

|∇u|2 uij) + B(
uiuj

|∇u|2 uij) = f, (2.11)

where A,B, f are C2 functions in u, µ = |∇u| satisfying the following structure
conditions:

(i) (
√

A
B )µµ ≥ 0;

(ii) ( f
Bµ2 )µµ ≤ 0.

Suppose that |∇u| 6= 0 and that the level sets of u are all locally convex. Then
all the level sets of u have the second fundamental forms with (the same) constant
rank throughout Ω.

The equations in Theorem 2.9 include p-Laplacian equations and mean cur-
vature equations as the special cases, precisely:

p-Laplacian equations: A = µp−2, B = (p− 1)µp−2,
mean curvature equations: A = 1√

1+µ2
, B = 1

(1+µ2)3/2 .

By using the above constant rank theorem, Korevaar then got the strict
convexity of level sets of solutions to the according equations under some additional
conditions. In particularly, he could reproved the results of Lewis [33] and proved
the strictly convexity of level sets of minimal surfaces with homogeneous Dirichlet
boundary conditions on convex ring. Using this results, in section 5, we will prove
a Gauss curvature estimates of the level sets of minimal graph in R3.

Korevaar proved Theorem 2.9 with some new idea and techniques. He dis-
cussed the problem on the graph of the solution. And hence by choosing optimal
local coordinates, he deduced some invariant formulations on level sets.

In the view point of constant rank theorem, strict convexity is a nature result,
that is, when the level sets of solution take the constant rank property, then we
can get the strict convexity of them once we get the convexity of them through
the deformation. In fact, the general microscopic technique is a strong maximum
principle, while the macroscopic technique is just a weak maximum principle.

The structure conditions in Theorem 2.6 and Theorem 2.7 are in fact some ex-
tensions of those in Theorem 2.9. Recently, Xu [52] got an extension of Korevaar’s
theorem that the function f in the equation (2.11) also contains the coordinate
variable x, and that the structure condition (ii) accordingly turns to:

µ3
f(x, u, ∇u

µ )

B(u, 1
µ )

is convex in (x, µ).
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At last Bian-Guan-Ma-Xu [3] could generalize the constant rank theorem to a class
fully nonlinear elliptic equation.

A more recent extension to prescribed mean curvature hypersurface was given
by Hu and the authors [22]. Let Mn be a smooth immersed hypersurface in Rn+1

and X : M → Rn+1 be the immersion, satisfying

H = −f(X, N), (2.12)

where H, N is the mean curvature and unit normal vector of Mn at X respectively.
f is a smooth function in Rn+1×Rn+1. Let ξ be a fixed unit vector in Rn+1. Then
the height function of Mn corresponding to ξ can be expressed as u(X) = 〈X, ξ〉,
here 〈·, ·〉 means the usual Euclidean product in Rn+1 . Now, the level set of Mn

corresponding to ξ with height c is defined as

Σc = {X ∈ Mn|u(X) = c}. (2.13)

Suppose u has no critical point on Mn, then Σc can be considered as a hypersurface
in the hyperplane Π = {X ∈ Rn+1|〈X, ξ〉 = c} in Rn+1.

With the notations as above, the constant rank theorem of level sets of pre-
scribed mean curvature hypersurface is as following:

Theorem 2.10. Let Mn be the prescribed mean curvature immersed hypersurface
in Rn+1 satisfying (2.12). Assume that the height function u of Mn corresponding
to ξ have no critical point, and that the level sets are all locally convex, i.e., their
second fundamental forms are positive semidefinite. Then the second fundamental
forms of all the level sets have (the same) constant rank, provided f(X, N) =
f(X) ≥ 0 and the matrix

2f
∂2f

∂XA∂XB
− 3

∂f

∂XA

∂f

∂XB

is positive semidefinite, where 1 ≤ A,B ≤ n + 1, in other words, for f > 0, f−
1
2

is concave function in Rn+1.

Remark 2.11. For the general case H = −f(X, N) in (2.12), the structure con-
ditions on f can be similarly obtained to ensure the result of Theorem 2.10 (see
[22]).

2.3 Some sharp estimates

To get the convexity of level sets of a function defined in a domain, one usually
assume the convexity of level sets on the boundary. So, one can also look insight
the convexity of level sets by taking a comparison of them in the interior and on
the boundaries. In fact, some interesting quantitative results have been found on
the convexity of level sets.

For a two dimensional harmonic function defined on a convex ring with homo-
geneous Dirichlet boundary conditions, by the theorem of Lewis [33], as explained,
the level set of this function is strictly convex. In 1983, using the support function
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of the level curves and the maximum principle, Longinetti [36] proved that the
curvature of the level curves of such a two dimensional harmonic function attains
its minimum on the boundary (see also Talenti [49] for related results). Later,
in 1987, Longinetti [37] used the same technique to obtain a similar theorem for
minimal surfaces, where the convexity of the level sets follows from the theorem
of Shiffman [46].

1989, Rosay-Rudin [45] raised a new measure of convexity of level sets, and
then proved that under this measure, the level set convexity of harmonic solutions
to convex ring problems is at least as good as that of the two ring’s boundaries.

For a compact 2-dimensional minimal surface with boundaries, in 1992, Huang
[23] deduced an elliptic equality on the curvature of level lines of the surface, and
hence he could compare the level sets convexity in the interior with that on the
boundaries.

Recently, Jost and the authors [25] gave a quantitative estimate on the Gauss
curvature of level sets of p-harmonic functions in 2 and 3 dimensional Euclidian
domains:

Theorem 2.12. Let u be a p-harmonic function in a n-dimensional Euclidian
domain Ω, i.e.,

div(|∇u|p−2∇u) = 0 in Ω. (2.14)

If |∇u| 6= 0 and the level sets of u are all strictly convex, then, the Gauss curvature
of the level sets of u can not attain the minimum in Ω , unless it’s a constant,
provided: (i) n = 2, 3

2 ≤ p ≤ 3 or (ii) n = 3, 2 ≤ p < +∞.

We can apply Theorem 2.12 to obtain the following version of Lewis’s Theo-
rem 2.5.

Corollary 2.13. Let u be the solution of the following boundary value problem,




div(|∇u|p−2∇u) = 0 in Ω = Ω0\Ω̄1,
u = 0 on ∂Ω0,
u = 1 on ∂Ω1,

(2.15)

where Ω is a convex ring as in theorem 2.5. If n = 2 and 3
2 ≤ p ≤ 3, then

the curvature of the level lines of u attains its minimum on ∂Ω. If n = 3 and
2 ≤ p < +∞, then the Gaussian curvature of the level sets of u attains its minimum
on ∂Ω.

For the minimum hypersurface in R4, we also have the following quantitative
estimate on it level sets, which will be proved in section 5:

Theorem 2.14. Let M3 be a hypersurface satisfying (2.12) with f ≡ 0, i.e., a
minimal hypersurface in R4. Let the height function u of M3 corresponding to a
direction ξ have no critical point, and let the level sets of u be all strictly convex.
Then, the Gauss curvature of the level sets of u can not attain the minimum in
M3 , unless it’s a constant

Combining this with the results of Korevaar [31] (see Theorem 2.9 and the
text below it), we have:
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Corollary 2.15. Let u be the solution of the following boundary value problem,




∑3
i=1 Di( ui√

1+|Du|2 ) = 0 in Ω = Ω0\Ω̄1,

u = 0 on ∂Ω0,
u = 1 on ∂Ω1,

(2.16)

where Ω ⊂ R3 is a convex ring as in theorem 2.5. Then the Gauss curvature of
the level sets of u attains its minimum on ∂Ω.

In 1983, Longinetti [36] and Talenti [49] found some harmonic or subhar-
monic functions related to the curvature of level lines of 2 dimensional harmonic
functions. Similar results were found on 2 dimensional minimum surface by Huang
and the authors [24]. These results combining with maximum principle imply the
quantitative estimates of the corresponding level lines convexity. Furthermore,
they can get the convexity of the level lines.

We need mention the result by Cabre-Chanillo [5] which also got the convexity
of level sets in two dimension case for some elliptic equations. And we can find some
important applications on the convexity of level sets to some geometry problems,
for example the classification of singularities of mean curvature flow by Xu-Jia
Wang [51].

Now, maybe we can summarize the approaches to the level sets convexity as
the following three:

(1) Concave maximum principle (Gabriel [12, 13];
(2) Constant rank theorem (Korevaar [31]);
(3) Comparing with boundary convexity (Longinetti [36]).

3 History of convexity of solution itself

When a solution itself is a convex function, then of cause, all the level sets of it
are convex. So the approaches to convexity of solution itself are also the (indirect)
approaches to convexity of level sets. In fact, all the approaches borrow ideas
each others. Moreover, recall that for the solution u of (1.2), Makar-Limanov [39]
proved the concavity of u

1
2 . Which means that the solution itself may not be a

convex function (Kennington [28] pointed out in Remark 4.2.3 that the power 1
2

is sharp), but some function in this solution can take some convexity. This is an
initiation in the study of convexity. Nowadays, people usually use the so called
α-concave conception as following(see Kennington [28]):

∀α ∈ [−∞,+∞], one call u ≥ 0 α-concave if




u is constant for α = +∞;
uα is concave for α ∈ (0,+∞);
lnu is concave for α = 0;
St is convex∀t ∈ R for α = −∞.

(3.17)

Where we take the conventions that lnu = −∞ and uα = +∞, ∀α ∈ (−∞, 0) for
u = 0. By Jensen’s inequality, ∀α < β, u is β-concave ⇒ u is α-concave (but the
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inverse is fail). This means that to show level sets convexity , one needs only to
show α-concavity for some α ∈ [−∞, 1). The approaches to α-concavity can be
roughly summarized as:

(1) Macroscopic maximum principle (Korevaar [29, 30]);
(2) Microscopic maximum principle (Caffarelli-Friedman [6]).

3.1 Macroscopic maximum principle

Similar to the function Q(x, y) raised by Gabriel, Korevaar [29], while studying the
convexity of capillary surface in 1983, introduced the following concavity function:

ϕ(x, y, λ) = u(z)− λu(y)− (1− λ)u(x), (3.18)

where z = λy + (1 − λ)x, 0 ≤ λ ≤ 1,∀x, y ∈ Ω. One can see that u is convex if
and only if ϕ ≤ 0 in Ω× Ω.

If u ∈ C2(Ω) is not convex, then there are two cases:
(i) ϕ(x, y) > 0 for (x, y) ∈ ∂(Ω× Ω), or
(ii) ϕ obtains a positive maximum in Ω× Ω.
The first case can be treated by the boundary points lemma (see lemma 3.11

and lemma 3.12 in Kawhol [26]), while the second case may be treated by concavity
maximum principle.

Korevaar’s concavity maximum principle is (see [29]):

Theorem 3.16. (Korevaar) Let u ∈ C2(Ω) solve

aij(∇u)uij = b(u,∇u) in Ω, (3.19)

where aij = aji, (aij) > 0 and ∇u is the gradient of u . Then the function ϕ
defined by (3.18) can not attain a positive maximum in Ω, provided b satisfying

∂b

∂u
> 0,

∂2b

∂u2
≤ 0. (3.20)

Korevaar’s concavity maximum principle has got many extensions [8, 14, 15,
27, 28, 30].

Similar to the quasiconcave envelope as in (2.8), concave envelope u∗∗ of a
function u is defined by:

u∗∗(x) = max
{ ∑

i

λiu(xi)
∣∣∣∣x =

∑

i

λixi,
∑

i

λi = 1, xi ∈ Ω, λi ≥ 0
}

. (3.21)

By using this concave envelope, Alvarez-Lasry-Lions [1] proved the following
theorem:

Theorem 3.17. (Alvarez-Lasry-Lions) Let Ω be a bounded convex domain in Rn.
Let u solve

F (x, u,∇u,D2u) = 0 in Ω× R× Rn × Sn. (3.22)
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Assume:
(a) boundary condition is state constraint’s type, such as u is constant (maybe

infinity) or as
∂u

∂ν
= +∞ (ν is out normal);

(b) F satisfies the comparison principle:
if u ∈ C(Ω̄) is a subsolution of (3.22), and v ∈ LSC(Ω̄) is the supersolution,
then u ≤ v in Ω̄;

(c) F is elliptic, satisfying the concavity structure condition:

(x, r,A) 7→ −F (x, r, p, A−1) is concave, ∀ p ∈ Rn. (3.23)

Then u is convex.

McCuan [40] and Colesanti-Salani [9] gave some further discussions on the
application of concave envelope in the study of convexity.

3.2 Microscopic maximum principle

Constant rank theorem is the key step during the deformation process to getting
convexity result. The deformation process (i.e., the continuous method) may be
carried out briefly as: For a given differential equation in a convex domain Ω ⊂
Rn, assume it’s solution is unique. First, one proves the solution of the same
equation in the unit ball is strict convex (it’s usually a radial solution at this
time). Then one deforms the unit ball continuously to the considering domain Ω.
If the convex solution is not strict convex at a moment during the deformation,
then constant rank theorem confirms that the solution is not strict convex at every
point throughout Ω. But the domain is still strict convex at this moment. A priori
estimate shows that the solution is strict convex near the boundary. These leads
to a contradiction.

Caffarelli-Friedman [6] proved a constant rank theorem for convex solutions
of quasilinear elliptic equations in R2, a similar result was also discovered by Yau
[47] at the same time. Korevaar-Lewis [32] generalized their results to Rn, that is:

Theorem 3.18. (Caffarelli-Friedman, Korevaar-Lewis) Let Ω be a connected do-
main in Rn. Let u ∈ C4(Ω) solve

4u = f(x, u,∇u) > 0.

Assume f−1(x, u,∇u) is concave in (x, u) and (uij) ≥ 0, i.e., the Hessian of u is
positive semidefinite. Then (uij) takes (the same) constant rank throughout Ω.

By using this constant rank theorem, they retrieved the result of Makar-
Limanov [39] and got the strict convexity naturally at the same time.

In the recently years, constant rank theorem was found successively in the
fully nonlinear equations derived from classical geometry problems, such as
Christoffel-Minkowski problem and prescribed Weingarten curvature problem.
Guan-Ma [19] extended constant rank theorem to the equation Sk(uij) = f(x),
and the structure condition is that f−1/k(x) is convex. Then Guan-Lin-Ma [18]
generalize the similar results to curvature equations. Guan-Ma-Zhou [20] extended
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it further to the quotient equation σk(uij)
σl(uij)

(x) = f(x) provided f−
1

k−l (x) is convex.
Later Caffarelli-Guan-Ma [7] extended it to a more general equation as following:

F (D2u(x)) = f(x, u(x),∇u(x)), ∀x ∈ Ω.

At last Bian-Guan [2] proved the following generally theorem.

Theorem 3.19. (Bian-Guan) Suppose F = F (r, p, u, x) ∈ C2,1(Sn×Rn×R×Ω),
and satisfies the following elliptic condition

∂F

∂rαβ
(D2u(x),∇u(x), u(x), x) > 0,

and

F (A−1, p, u, x) is locally convex in (A, u, x) for each p fixed.

Let u ∈ C2,1(Ω) is a convex solution of the following equation

F (D2u(x),∇u(x), u(x), x) = 0, ∀x ∈ Ω,

Then the Hessian (uij) takes (the same) constant rank throughout the connected
domain Ω ⊂ Rn.

In Ma-Xu [38] and Liu-Ma-Xu [35], they proved the constant rank theorem for
some Hessian equations in lower dimensional cases, and hence treated the classical
Brunn-Minkowski inequality successfully.

Recently Han-Ma-Wu [21] obtain some constant rank theorems for the k-
convex solution for Poisson equation and give some applications to the existence
of k-convex hypersurfaces with prescribed mean curvature in Rn+1.

Although various manner of ways have been found to get so many results
on convexity, people still have no a deep look insight into the convexity. For
example, all the above results only contain the sufficient conditions, while people
do not know the necessary and sufficient conditions. Not until the last few years,
the necessary and sufficient conditions for ensuring the solutions to a class of
linear parabolic equations preserving convexity were found by Janson-Tysk [48]
and Lions-Musiela [34], separately, while the level sets version of that is still a
secretary. Comparing to the convexity of solution itself, people indeed know much
less about the convexity of level sets. Makar-Limanov [39] had proven the solution
of (1.2) is 1

2 -concave for a long time. But so far people can not prove the level sets
convexity of the solution directly in high dimensional case. Take the free boundary
problem for another example:

{
ut = ∆u in Rn × R+,
u|t=0 = u0 u0 ∈ L1, suppu0 is compact. (3.24)

The existence and regularity of it have beset people for a long time, since these
may depend on the convexity of suppu(t), which is just the obstruction people
can not surmount, see [11] and the references there in.
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4 A curvature formula of level sets of hypersur-
faces

In this section we first state a curvature formula on the level sets of hypersurfaces
in Rn+1, which was proved by Hu and the authors [22]. For the completeness
we also give the details here. This formula will be used in the Gauss curvature
estimates in next section.

Using this formula we also give another proof of a constant rank theorem of
the curvature of convex level sets for prescribed mean curvature surfaces in R3 by
Korevaar [31]. We will do the calculations by using the moving frame.

For a C2 function u defined on a domain Ω in Rn, let κ1, . . . , κn−1 be the
principle curvature of the level sets of u. Then the k-th curvature of the level sets,
denote by Lk, is the k-th elementary symmetric function of κ1, . . . , κn−1. Clearly,
L1 and Ln−1 are mean curvature and Gauss curvature of the level sets respectively.
If u has no critical point, i.e., |∇u| 6= 0, then Trudinger [50] (see also [16]) gave a
formula of Lk as:

Lk =
∂σk+1(D2u)

∂uij
uiuj | ∇u |−k−2, (4.1)

where summation convention has been used for the repeated indices, and σk(D2u)
is the k-th elementary symmetric function of the eigenvalues of the Hessian (D2u).

Now, we give an analogous formula of (4.1) on hypersurface in Rn+1. Pre-
cisely, we will prove(with the notations as in subsection2.2)

Proposition 4.1. Let Mn be a hypersurface in Rn+1. And let u, Σc be the height
function and the level set of Mn, respectively, with respect to a fixed unit direction
ξ, as given in subsection 2.2. Then the k-th curvature of the level set Σc is

Lk =
∂σk+1(B)

∂hij
uiuj |∇u|−(k+2)

, (4.2)

where B = (hij) is the second fundamental form of Mn, σk(B) is the k-th ele-
mentary symmetric function of the eigenvalues of (hij), and ui(1 ≤ i ≤ n) is the
first derivative of u computed in any orthogonal frame field on Mn.

For n = 2, Huang [23] had given the formula (4.2). Here we give a complete
proof of (4.2) by using the moving frame on hypersurface. Before the proof, we
recall some notations. We will adapt the following convention for indices in the
rest of this section:

1 ≤ α, β, . . . ≤ n− 1; 1 ≤ i, j, . . . ≤ n; 1 ≤ A,B, . . . ≤ n + 1.

For an orthogonal frame field {X; eA} in Rn+1, we have:

dX = ωAeA; deA = ωABeB , (4.3)

where {ωA} is the dual of {eA} and {ωAB} is the connection. Then the structure
equations are:

dωA = ωAB ∧ ωB ; dωAB = ωAC ∧ ωCB . (4.4)
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If we choose en+1 to be the normal vector field of Mn. Then restricted to
Mn, we have ωn+1 = 0, and hence by (4.4):

ωn+1,i ∧ ωi = 0. (4.5)

So Cartan’s lemma implies

ωn+1,i = hijωj , hij = hji, (4.6)

where B = (hij) is the second fundamental form of Mn. The following formulas
are well known:

Xi = ei,
Xij = −hijen+1 (Gauss formula),

en+1,i = hijej (Weingarten equation),
hijk = hikj (Codazzi formula),

Rijkl = hikhjl − hilhjk(Gauss equation),
hijkl = hijlk + himRmjkl + hjmRmikl,

(4.7)

where Rijkl is the curvature tensor. For a smooth function u on Mn we also have
the following Ricci formula for the third covariant derivatives:

uijk = uikj + umRmijk. (4.8)

Proof of Proposition 4.1
First, we check that the right hand side of (4.2) is independent of the choice

of the tangential frame fields {X; ei} of Mn. And then we can just prove (4.2)
under a special tangential frame field.

Let T be an orthogonal transformation of two tangential frame fields, i.e.,
(ē1, . . . , ēn) = (e1, . . . , en)T . Then

(ū1, . . . , ūn) = (u1, . . . , un)T (4.9)

where ∇̄u = (ū1, . . . , ūn) is the gradient of u with respect to {ē1, . . . , ēn}. Also we
have, for the dual frame field and the connections:

(ω̄1, . . . , ω̄n) = (ω1, . . . , ωn)T, (4.10)

and
(ω̄1,n+1, . . . , ω̄n,n+1) = (ω1,n+1, . . . , ωn,n+1)T. (4.11)

Furthermore we have, for the second fundamental form:

B = T−1B̄T. (4.12)

Obviously σk(B) and |∇u| are invariants under the transformation of T .
Then the following equalities show that the right hand side of (4.2) is independent
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of the choice of {e1, . . . , en}:

∂σk(B)
∂hij

uiuj =
∂σk(B̄)
∂h̄ml

∂h̄ml

∂hij
uiuj

=
∂σk(B̄)
∂h̄ml

TimTjlūpT
piūqT

qj

=
∂σk(B̄)
∂h̄ml

δpmδqlūpūq

=
∂σk(B̄)
∂h̄ml

ūmūl.

(4.13)

Now we adapt the above frame field so that along the level set Σc, the eα’s
are its tangential vectors. Furthermore, we choose another frame field ẽA in Rn+1

such that ẽα = eα, ẽn lies in the level hyperplane Πc and normal to Σc. With
respect to this frame field, we have the structure equations of Σc as:

dω̃i = ω̃ij ∧ ω̃j ; dω̃ij = ω̃il ∧ ω̃lj . (4.14)

And restricted to Σc, ω̃n = 0, which implies

ω̃nα = h̃αβω̃β , h̃αβ = h̃βα, (4.15)

where h̃αβ is the second fundamental form of Σc in Πc (with respect to the unit
normal ẽn).

Clearly en, en+1 and ẽn, ẽn+1 are in the same hyperplane orthogonal to the
eα’s. Let φ be the angle from en to ẽn. Then we have

ẽn = en cos φ + en+1 sinφ; ẽn+1 = −ẽn sinφ + en+1 cos φ. (4.16)

Accordingly

ω̃n = ωn cos φ + ωn+1 sinφ; ω̃n+1 = −ωn sinφ + ωn+1 cos φ; ω̃α = ωα. (4.17)

Taking exterior differentiating to (4.17) , using (4.4) and (4.17) again, we get

dω̃n = (dφ + ωn,n+1) ∧ ω̃n+1 + [(cos φ)ωnα + (sinφ)ωn+1,n] ∧ ωα, (4.18)

and

dω̃n+1 = (−dφ + ωn+1,n) ∧ ω̃n + [(cos φ)ωn+1,α − (sinφ)ωnα] ∧ ωα. (4.19)

Notice that when restricted to Σc, ω̃n = ω̃n+1 = 0. Comparing (4.18)∼(4.19) with
(4.14), we have

ω̃nα = (cos φ)ωnα + (sinφ)ωn+1,α, (4.20)

and
ω̃n+1,α = (− sinφ)ωnα + (cos φ)ωn+1,α. (4.21)
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On the other hand, 〈ẽα, ξ〉 = 0 holds on Σc. And since d(〈ẽα, ξ〉) = 〈ω̃α,AẽA,
ξ〉, we have ω̃α,n+1 = 0. This together with(4.20)∼(4.21) implies

ω̃nα =
cos2 φ

sinφ
ωn+1,α + sinφ(ωn+1,α) =

1
sinφ

ωn+1,α =
1

sinφ
(hαβωβ + hαnωn).

(4.22)
Combining this with (4.15) gives

h̃αβ =
1

sinφ
hαβ ; hαn = 0. (4.23)

Finally, from the definition of the height function u, we can see ui = ei(〈X,
ξ〉) = 〈ei, ξ〉, in particular, un = 〈en, ξ〉. Note that ẽn+1 = ξ or ẽn+1 = −ξ, then the
second equation of (4.16) becomes ±ξ = −en sinφ+en+1 cos φ. Hence un = ∓ sinφ
and 〈ξ, en+1〉 = ± cos φ. By the decomposition ξ =

∑n
1 〈ξ, ei〉ei + 〈ξ, en+1〉en+1

we deduce that 1 = |∇u|2 + cos2 φ and therefore |∇u| = ± sinφ. With ẽn chosen
suitably we may assume sin φ > 0. So (4.23) becomes

h̃αβ =
1

|∇u|hαβ ; hα,n = 0. (4.24)

From this one can easily see that

Lk = σk(h̃αβ) =
1

|∇u|k σk(hαβ) =
1

|∇u|k+2

∂σk+1(B)
∂hnn

unun

=
∂σk+1(B)

∂hij
uiuj |∇u|−(k+2)

. (4.25)

where we have used that |un| = |∇u| and the last equality follows from (4.13).
This completes the proof of this proposition.

Now we prove the following constant rank theorem which is a special case of
a more general theorem by Korevaar[31]. We do the calculations by using moving
frame.

Theorem 4.2. (Korevaar [31]) Let u be a smooth solution to mean curvature type
equation

∑2
i=1 Di(

ui√
1 + |Du|2 ) = −2(1 + |Du|2)α in Ω ⊂ R2. (4.26)

Suppose that u has convex level sets (i.e., the curves {u = t} are convex) and
|Du| 6= 0 in Ω. If α ∈ (−∞,− 1

2 ] ∪ [0,+∞), then all the curvature of the level sets
of u has the same sign throughout the connected domain Ω.

Let M2 be the solution surface of u in R3. Following the notations as in
Proposition 4.1, we choose ξ = (0, 0, 1) and e3, the unit normal of M2, such that
〈e3, ξ〉 > 0. Then

u = u(X) = 〈X, ξ〉, (4.27)
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and the level line
Σc ≡ {X ∈ M2 | u(X) = c}

has curvature K in horizontal plane Πc = {X ∈ R3 | 〈X, ξ〉 = c}, which be called
the level curvature.

Denote

∇u =
2∑

i=1

uiei, ui = 〈Xi, ξ〉 = 〈ei, ξ〉.

It follows that
uij = 〈Xij , ξ〉 = −hij〈e3, ξ〉 = −hijW, (4.28)

and
W1 = h1j〈ej , ξ〉, W11 = h11j〈ej , ξ〉 − h2

1jW. (4.29)

If |∇u| 6= 0, we then have, by (4.2):

K =
h11u

2
2 + h22u

2
1 − 2h12u1u2

|∇u|3 , (4.30)

or we can rewrite it as:

K · |∇u|3 =
∂det(hkl)

∂hij
uiuj . (4.31)

Using the above moving frame, we can also rewrite Equation (4.26) as

h11 + h22 = −f on M2, (4.32)

where f = 2(1 + |Du|2)α = 2W−2α.

Proof of Theorem 4.2
Since the level lines of u are all convex, K(X) ≥ 0 ∀X ∈ M2. Set

Z = {X ∈ M2|K(X) = 0}.

If Z is empty, then we are done. Otherwise we will show Z = M2. Clearly
Z is closed. We need only to show that Z is open. As in Korevaar-Lewis [32], our
idea is to show

4K ≤ C1K + C2|∇K|
in some small neighborhood of any point p ∈ Z, where4 is the Beltrami-Laplacian
on the surface M2 and C1, C2 are controlled constants. Since

K(p) = 0 = min
X∈M2

K(X),

then the strong maximum principle tells us that K(p) ≡ 0 in the small neighbor-
hood of p. Hence Z is open and therefore Z = M2.

We will divide the proof into three steps.

Step 1.
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Take Laplacian on the both sides of Equation (4.31)

4(K|∇u|3) = 4(
∂ det(hkl)

∂hij
uiuj),

4(K|∇u|3) = 4K · |∇u|3 + 2∇K · ∇|∇u|3 + K · 4|∇u|3.
Therefore

4K · |∇u|3 = 4(
∂ det(hkl)

∂hij
uiuj),

where the equality holds in the sense of module K and ∇K. We carry out the
computations at any fixed point q in some small neighborhood of the fixed point
p where K(p) = 0. At this point q, we can choose a suitable frame work such that
u1 = 0 and u2 = |∇u| > 0.

In the following, all the calculations work at q and all the equalities should
be understood in the sense of module K and ∇K.

Since

K|∇u|3 =
∂ det(hkl)

∂hij
uiuj .

It follows that
K|∇u|3 = h11|∇u|2,

and hence
h11 = 0. (4.33)

Take first derivative of Equation (4.31)

(K|∇u|3)k = (
∂det(hkl)

∂hij
uiuj)k,

i.e.,

Kk · |∇u|3 + K · (|∇u|3)k =
∂2det(hkl)
∂hij∂hpq

hpqkuiuj + 2
∂ det(hkl)

∂hij
uikuj

= |∇u|2h11k + 2|∇u|[h11u2k − h12u1k]
= |∇u|2h11k − 2|∇u|h12u1k

= |∇u|2h11k + 2|∇u|h12h1kW.

Therefore, when k = 1 and k = 2, we have the following two relations:

h111 = 0, (4.34)
h112|∇u| = −2h2

12W. (4.35)

Take second derivatives of Equation (4.31), we have

4K · |∇u|3 =
∂2det(hkl)
∂hij∂hpq

hpqkkuiuj + 4
∂2det(hkl)
∂hij∂hpq

hpqkuikuj

+2
∂ det(hkl)

∂hij
uikkuj + 2

∂ det(hkl)
∂hij

uikujk

=: I + II + III + IV (4.36)



The Convexity of Level Sets for Solutions to Partial Differential Equations 313

We will calculate each term in the above equality.

Step 2.
Now we estimate the four terms on the right hand side of (4.36) by using the

above listed formulas and identities from (4.33) to (4.35). For the first term, we
obtain

I : = |∇u|2h11kk = |∇u|2hk11k

= |∇u|2[hk1k1 + hkmRm11k + h1mRmk1k]
= |∇u|2[hkk11 + hkm(hm1h1k − hmkh11)]
= |∇u|2[hkk11 + h22h

2
12]

= −|∇u|2f11 + |∇u|2h22h
2
12,

Now for the second term, we have

II : = 4|∇u|[u2kh11k − u1kh12k]
= 4|∇u|[u22h112 − u12h122]
= 8h22h

2
12W

2 − 4|∇u|h12Wf1.

For the third term, it follows that

III : = 2|∇u|[h11u2kk − h12u1kk]
= −2|∇u|h12uk1k

= −2|∇u|h12[ukk1 + umRmk1k]
= −2|∇u|h12(f1W + fW1)
= −2|∇u|h12Wf1 − 2|∇u|2h2

12f.

For the fourth term, we have

IV : = 2[h11u
2
2k + h22u

2
1k − 2h12u1ku2k]

= −2h22h
2
12W

2.

From the above four terms, we can see

4K · |∇u|3 = −|∇u|2f11 − |∇u|2fh2
12 − 8fh2

12W
2 − 4|∇u|h12Wf1

−2|∇u|h12Wf1 − 2|∇u|2h2
12f + 2fh2

12W
2.

From
f = 2W−2α,

we have
f1 = −4αW−2α−1W1 = −4αW−2α−1h12|∇u|,

and

f11 = (−4α)(−2α− 1)W−2α−2W 2
1 − 4αW−2α−1W11

= 4α(2α + 1)W−2α−2h2
12|∇u|2 − 4αW−2α−1[|∇u|h112 − h2

12W ]
= 4α(2α + 1)W−2α−2h2

12|∇u|2 + 12αW−2αh2
12.
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Therefore, we get

4K · |∇u|3W 2α+2

= [−4α(2α + 1)|∇u|4 − 12α|∇u|2W 2 − 12W (−2α)W 2|∇u|2
− 6|∇u|2W 2 − 12W 4]h2

12

= [−4α(2α + 1)|∇u|4 + 6(2α− 1)|∇u|2W 2 − 12W 4]h2
12

= −2[(2α + 3)(2α + 1)|∇u|4 − 3(2α + 3)|∇u|2 + 6]h2
12,

where we have used
W 2 = 1− |∇u|2.

Set t = |∇u|2 ∈ [0, 1], it follows that

4K · |∇u|3W 2α+2 = −2[(2α + 3)(2α + 1)t2 − 3(2α + 3)t + 6]h2
12.

Step 3.
Set

P (t) = (2α + 3)(2α + 1)t2 − 3(2α + 3)t + 6 (4.37)

Then we only need to determine α so that P (t) ≥ 0.
First we search for the necessary condition for α so that P (t) ≥ 0:

P (0) = 6 > 0,

P (1) = 4α2 + 8α + 3− 3(2α + 3) + 6 = 2α(2α + 1) ≥ 0.

Solving this inequality we get necessary condition :

α ∈ (−∞,−1
2
] ∪ [0,+∞).

By some careful observation, it is also sufficient.

5 Proof of Theorem 2.14

We will prove Theorem 2.14 in this section. Our proof use the moving frame which
we introduce in section 4.

Proof of Theorem 2.14:
In the rest of this section, the repeated indices are summed from 1 to 3,

unless otherwise stated.
Denote by K the Gauss curvature of level sets of the minimum hypersurface

M3 with height function u. At any point X ∈ M3, we will deduce the following
inequality

∆K(X) ≤ 0 mod {∇K(X)} (5.1)

where we modify the terms containing the gradient of K with locally bounded
coefficients. Then by the strong maximum principle we get the result as desired.
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From (4.2), we have the following formula of K:

K := F ijuiuj |∇u|−4, (5.2)

with F := det(hij) and F ij := ∂F
∂hij

. We also use the following notations in the
rest of this section:

F ij,rs :=
∂2F

∂hij∂hrs
; F ij,rs,pq :=

∂3F

∂hij∂hrs∂hpq
.

Now by differentiating both sides of |∇u|4K = F ijuiuj we get:

(|∇u|4K)α = |∇u|4Kα + (|∇u|4)αK, (5.3)

and
(F ijuiuj)α = F ij,rshrsαuiuj + 2F ijuiαuj . (5.4)

Differentiate once again we can get respectively:

(|∇u|4K)αα = |∇u|4Kαα + 2(|∇u|4)αKα + (|∇u|4)ααK, (5.5)

and

(F ijuiuj)αα = F ij,rs,pqhpqαhrsαuiuj + F ij,rshrsααuiuj

+4F ij,rshrsαuiαuj + 2F ijuiααuj + 2F ijuiαujα.
(5.6)

Hence

|∇u|4Kαα + 2(|∇u|4)αKα

= F ij,rs,pqhpqαhrsαuiuj + F ij,rshrsααuiuj + 4F ij,rshrsαuiαuj

+ 2F ijuiααuj + 2F ijuiαujα − (|∇u|4)ααK,

(5.7)

while

−K(|∇u|4)αα = −F ijuiuj |∇u|−4(4|∇u|2ukukα)α

= −8F ijuiuj |∇u|−4ukukαululα − 4F ijuiuj |∇u|−2ukαukα

−4F ijuiuj |∇u|−2ukukαα.

(5.8)

At any fixed point X ∈ M3, we may assume u1 = u2 = 0, h12 = h21 = 0 by a
suitable choice of the frame work {e1, e2, e3}. In the following, all the calculations
will be done at this fixed point. Then inserting (5.8) into (5.7) yields:

|∇u|4Kαα + 2(|∇u|4)αKα = u3
2F 33,rs,pqhpqαhrsα + 4u3F

i3,rshrsαuiα

+u3
2F 33,rshrsαα + 2u3F

i3uiαα − 4u3F
33u3αα

+2F ijuiαujα − 4F 33ukαukα − 8F 33u3αu3α,

:= I + II + III + IV + V.
(5.9)

Where we denote
I := u3

2F 33,rs,pqhpqαhrsα, (5.10)
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II := 4u3F
i3,rshrsαuiα, (5.11)

III := u3
2F 33,rshrsαα, (5.12)

IV := 2u3F
i3uiαα − 4u3F

33u3αα, (5.13)

and
V := 2F ijuiαujα − 4F ijukαukα − 8F iju3αu3α. (5.14)

To compute the above terms in more detail, the third derivatives of u need to be
handled. For this, we do some preparations to find the relationships of them.

By (5.3) and (5.4) we have:

|∇u|4Kα = −(|∇u|4)αK + F ij,rshrsαuiuj + 2F ijuiαuj

= −4u3F
33u3α + u3

2F 33,rshrsα + 2u3F
i3uiα

= −4u3h11h22u3α + u3
2h22h11α + u3

2h11h22α

+2u3h11h22u3α − 2u3h11h32u2α − u3h22h31u1α

= u3
2h22h11α + u3

2h11h22α

−2u3h11h22u3α − 2u3h11h32u2α − u3h22h31u1α,

(5.15)

i.e.,
u3

2h11h22α = −u3
2h22h11α + 2u3h11h22u3α

+2u3h11h32u2α + u3h22h31u1α + |∇u|4Kα.
(5.16)

Since the level sets of u are all strictly convex, we have K > 0. But now K =
F 33u3u3|∇u|−4 = h11h22|∇u|−2, hence h11h22 > 0. Let α = 1, 2, 3 respectively in
(5.16), by |u3| = |∇u| > 0 we deduce:





u3h122 = −h22
h11

u3h111 + 4wh13h22 + u3
3

h11
K1

u3h222 = −h22
h11

u3h112 + 4wh22h23 + u3
3

h11
K2

u3h223 = −h22
h11

u3h113 + 2h22
h11

wh13
2 + 2wh22h33 + 2h23

2 + u3
3

h11
K3.

(5.17)

Obviously, all the coefficients of the first derivative of K in (5.17) are locally
bounded. So we omit these terms when we submit with (5.17) in the following,
i.e., all equalities or inequalities will be understood in the sense of mod{∇K}.

Now we compute (5.10):

I := u3
2F 33,rs,pqhpqαhrsα

= u3
2F 33,rr,sshrrαhssα + u3

2F 33,rs,srhrsαhsrα

= 2u3
2h11αh22α − 2u3

2h12αh21α.
(5.18)

Submitting (5.17) into the above terms respectively yields:

I1 := 2u3
2h111h122 − 2u3

2h122
2

= 2u3h111(−h22
h11

u3h111 + 4wh13h22)− 2(−h22
h11

u3h111 + 4wh13h22)2

= −2h22
h11

(1 + h22
h11

)u3
2h111

2 + 8(1 + 2h22
h11

)h13h22wu3h111 − 32w2h13
2 h22

2 ,

(5.19)
I2 := 2u3

2h112h222 − 2u3
2h112

2

= 2u3h112(−h22
h11

u3h112 + 4wh22h23)− 2u3
2h112

2

= −2(1 + h22
h11

)u3
2h112

2 + 8h22h23wu3h112,
(5.20)
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and

I3 := 2u3
2h113h223

= 2u3h113(−h22
h11

u3h113 + 2h22
h11

wh13
2 + 2wh22h33 + 2h23

2 )
= −2h22

h11
u3

2h113
2 + 4(h22

h11
h13

2 + h23
2 + h22h33)wu3h113.

(5.21)

For (5.11) we compute:

II := 4u3F
i3,rshrsαuiα

= 4wu3F
33,rrhrrαh3α + 4wu3F

13,rshrsαh1α + 4wu3F
23,rshrsαh2α,

(5.22)

where
II1 := 4wu3F

33,rrhrrαh3α

= 4wu3h22h3αh11α + 4wu3h11h3αh22α,
(5.23)

II2 := 4wu3F
13,rshrsαh1α

= 4wu3F
13,31h31αh1α

+4wu3F
13,22h22αh1α + 4wu3F

13,21h21αh1α

= 4wu3h13h22h111 − 4wu3h13(h11 − h22)h122

+4wu3h11h23h112 − 4wu3h11h22h113

−4wu3h13
2 h223 + 4wu3h13h23h123,

(5.24)

and

II3 := 4wu3F
23,rshrsαh2α

= 4wu3F
23,32h32αh2α + 4wu3F

23,11h11αh2α + 4wu3F
23,12h12αh2α

= 4wu3(h11 − h22)h23h112 − 4wu3h23
2 h113 + 4wu3h13h22h122

+4wu3h11h23h222 − 4wu3h11h22h223 + 4wu3h13h23h123.

(5.25)

Inserting (5.23)-(5.25) into (5.22) shows:

II := 4u3F
i3,rshrsαuiα

= 8wu3h13h22h111 + 8wu3h11h23h112 − 4wu3(2h11h22 + h22
2 + h23

2 )h113

+8wu3h13h22h122 + 8wu3h11h23h222

−4wu3(h11
2 + 2h11h22 + h13

2 )h223 + 8wu3h13h23h123.
(5.26)

By inserting (5.17) into the above we can see:

II := 4u3F
i3,rshrsαuiα

= 8(1− h22
h11

)wu3h13h22h111 + 8(h11 − h22)wu3h23h112

+4wu3h113(−h11h22 + h22
h11

h13
2 + h22

2 − h23
2 + 4h11h22) + 8wu3h13h23h123

+8w2h11
3 h22 + 24w2h11

2 h22
2 − 8w2h11

2 h23
2

+16w2h11h22
3 + 16w2h11h22h23

2 + 24w2h13
2 h22

2

−8w2h13
2 h23

2 − 8w2 h22
h11

h13
4 .

(5.27)
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Submitting (5.19)+(5.20)+(5.21) into (5.18) and combining with (5.27) yields:

I + II := u3
2F 33,rs,pqhpqαhrsα + 4u3F

i3,rshrsαuiα

= I1 + I2 + I3 − 2u3
2h123

2 + II

= −2h22
h11

(1 + h22
h11

)u3
2h111

2 − 2(1 + h22
h11

)u3
2h112

2

−2h22
h11

u3
2h113

2 − 2u3
2h123

2

+8(2 + h22
h11

)h13h22wu3h111 + 8h11h23wu3h112

+4wu3h113(2h22
h11

h13
2 − 2h11h22) + 8wu3h13h23h123

+8w2h11
3 h22 + 24w2h11

2 h22
2 − 8w2h11

2 h23
2

+16w2h11h22
3 + 16w2h11h22h23

2 − 8w2h13
2 h22

2

−8w2h13
2 h23

2 − 8w2 h22
h11

h13
4 .

(5.28)

For (5.12) direct calculations show:

III := u3
2F 33,rshrsαα

= u3
2h22h11αα + u3

2h11h22αα

= u3
2h22(h1αα1 + h1mRmα1α + hαmRm11α)

+u3
2h11(h2αα2 + h2mRmα2α + hαmRm22α)

= u3
2h22

(
H11 + h1m(hm1hαα − hmαhα1) + hαm(hm1h1α − hmαh11)

)

+u3
2h11

(
H22 + h2m(hm2hαα − hmαhα2) + hαm(hm2h2α − hmαh22)

)

= −4u3
2h11

3 h22 − 4u3
2h11

2 h22
2 − 4u3

2h11h13
2 h22

−4u3
2h11h22

3 − 4u3
2h11h22h23

2 .
(5.29)

For (5.13) we compute:

IV := 2u3F
i3uiαα − 4u3F

33u3αα

= −2u3h13h22u1αα − 2u3h11h23u2αα − 2u3h11h22u3αα,
(5.30)

while
uiαα = uααi + umRmαiα

= (hααw)i + um(hmihαα − hmαhαi)
= −u3h3αhαi.

(5.31)

Inserting (5.31) into (5.30) deduces:

IV := 2u3F
i3uiαα − 4u3F

33u3αα

= 2u3
2h11

3 h22 + 4u3
2h11

2 h22
2 − 2u3

2h11
2 h23

2 + 2u3
2h11h13

2 h22

+2u3
2h11h22

3 + 2u3
2h11h22h23

2 − 2u3
2h13

2 h22.
2

(5.32)

By (5.29)+(5.32) we get:

III + IV := u3
2F 33,rshrsαα + 2u3F

i3uiαα − 4u3F
33u3αα

= −2u3
2h11

3 h22 − 2u3
2h11

2 h23
2 − 2u3

2h11h13
2 h22

−2u3
2h11h22

3 − 2u3
2h11h22h23

2 − 2u3
2h13

2 h22.
2

(5.33)

For (5.14) we compute:

V := 2F ijuiαujα − 4F 33ukαukα − 8F 33u3αu3α

:= V1 + V2,
(5.34)
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where

V1 := 2F ijuiαujα

= 2w2(h11h22h33 − h13
2 h22 − h23

2 h11)(h11 + h22 + h33)
= 0,

(5.35)

and
V2 := −4F 33ukαukα − 8F 33u3αu3α

= −16w2h11
3 h22 − 24w2h11

2 h22
2 − 16w2h11h13

2 h22

−16w2h11h22
3 − 16w2h11h22h23.

2
(5.36)

Submitting (5.35)+(5.36) into (5.34) we get:

V := V1 + V2

= −16w2h11
3 h22 − 24w2h11

2 h22
2 − 16w2h11h13

2 h22

−16w2h11h22
3 − 16w2h11h22h23.

2
(5.37)

Finally, by inserting (5.28)+(5.33)+(5.37) into (5.9) we arrive at:

|∇u|4Kαα := I + II + III + IV + V

= −2h22
h11

(1 + h22
h11

)
(
u3h111 − 2w(2h11+h22)

h11+h22
h11h13

)2

−2(1 + h22
h11

)
(
u3h112 − 2wh11

h11+h22
h11h23

)2

−2h22
h11

(
u3h113 − 2w(h13

2 − h11
2 )

)2

−2(u3h123 − 2wh13h23)2 − 8w2h11
h11+h22

h13
2 h22

2 − 8w2h22
h11+h22

h11
2 h23

2

−2u3
2(h11

3 h22 + h11
2 h23

2 + h11h13
2 h22 + h11h22

3

+h11h22h23
2 + h13

2 h22
2 ).

(5.38)
Since K = F 33u3u3|∇u|−4 = h11h22|∇u|−2 > 0, and hence from h11h22 > 0 and
(5.38) it follows that

∆K(X) ≤ 0 mod {∇K(X)}. (5.39)

This is just (5.1). The proof is completed.

References
[1] O. Alvarez, J.M. Lasry and P.L. Lions, Convexity viscosity solutions and state

constraints, J. Math. Pures Appl., 76, (1997), 265–288.
[2] B.J. Bian and P. Guan, A microscopic convexity principle for nonlinear partial

differential equations, arXiv:0805.0748.
[3] B.J. Bian, P. Guan, X.N. Ma and L. Xu, private communications.
[4] H.J. Brascamp and E.H. Lieb, On extensions of the Brunn-Minkowski and

Prekopa-Leindler theorems, including inequalities for log-concave functions,
with an application to the diffusion equation, J. Funct. Anal., 22, (1976),
366–389.
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