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Abstract

In this paper, we establish the global C2 estimates of the Neumann problem of special Lagrangian equa-
tions with supercritical phase and the existence theorem by the method of continuity.
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1. Introduction

In this paper, we study the Neumann boundary problems of a fully nonlinear elliptic equation

arctanD2u(x) = �(x), x ∈ � ⊂Rn, (1.1)
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where

arctanD2u =: arctanλ1 + arctanλ2 + · · · + arctanλn.

Here λ = (λ1, λ2, · · · , λn) are the eigenvalues of the Hessian matrix D2u = { ∂2u
∂xi∂xj

}1≤i,j≤n. For 

�(x) ∈ (−nπ
2 , nπ

2 ), the equation (1.1) is known as the special Lagrangian equation and � is 
called the phase. In particular, � = (n−2)π

2 is the critical phase, and if (n−2)π
2 < �(x) < nπ

2 , the 
equation (1.1) is called special Lagrangian equations with supercritical phase.

Before we recall the history for the Neumann boundary problem, we present a brief de-
scription for the Dirichlet problem of elliptic equations in Rn. The Dirichlet problem for 
the Laplace equation is well studied in [6,9]. For nonlinear elliptic equations, the pioneer-
ing works have been done by Evans in [8], Krylov in [14–16], Caffarelli-Nirenberg-Spruck 
in [3,4] and Ivochkina in [11]. In their papers, they solved the Dirichlet problem for Monge-
Ampère equations and k-Hessian equations elegantly. Since then, many interesting fully non-
linear equations with different structure conditions have been researched, such as Hessian 
quotient equations, which were solved by Trudinger in [25]. For more information, we refer 
the citations of [3]. The special Lagrangian equation (1.1) was introduced by Harvey-Lawson 
[10] in the study of calibrated geometries. Here � is a constant called the phase angle. In 
this case the graph x �→ (x, Du(x)) defines a calibrated, minimal submanifold of R2n. Since 
the work of Harvey-Lawson, special Lagrangian manifolds have gained wide interests, due in 
large part to their fundamental role in the Strominger-Yau-Zaslow description of mirror sym-
metry [23]. For the special Lagrangian equations with supercritical phase, Yuan obtained the 
interior C1 estimate with Warren in [28] and the interior C2 estimate with Wang in [27]. 
Recently Collins-Picard-Wu [7] obtained the existence theorem of the Dirichlet problem by 
adopting the classical method with some important observation about the concavity of the oper-
ator.

Meanwhile, the Neumann and oblique derivative problem of partial differential equations 
were widely studied. For a priori estimates and the existence theorem of Laplace equation with 
Neumann boundary condition, we refer to the book [9]. Also, we recommend the recent book 
written by Lieberman [17] for the Neumann and the oblique derivative problems of linear and 
quasilinear elliptic equations. In 1986, Lions-Trudinger-Urbas solved the Neumann problem of 
Monge-Ampère equations in the celebrated paper [19]. Recently, Ma-Qiu [20] solved the Neu-
mann problem of k-Hessian equations. And Chen-Zhang [5] generalized the important result 
to the Neumann problem of Hessian quotient equations. In [12,13], Jiang-Trudinger studied the 
general oblique boundary value problems for augmented Hessian equations with some regu-
lar condition and concavity condition. Inspired by Urbas’s work [26], Brendle and Warren [2]
proved the existence of convex solution to a special Lagrangian equation with second boundary 
condition.

Because the second condition in [2] does not include the classical Neumann boundary condi-
tion, it is natural for us to study the corresponding Neumann problem of special Lagrangian 
equations. In this paper, we establish global C1, C2 estimates of the Neumann problem of 
special Lagrangian equations with supercritical phase and obtain the existence theorem as fol-
lows.
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Theorem 1.1. Suppose � ⊂Rn is a C4 strictly convex domain and ν is outer unit normal vector 
of ∂�. Let ϕ ∈ C3(∂�) and �(x) ∈ C2(�) with (n−2)π

2 < �(x) < nπ
2 in �. Then there exists a 

unique solution u ∈ C3,α(�) to the Neumann problem of special Lagrangian equation{
arctanD2u = �(x), in � ⊂Rn,

uν = −u + ϕ(x), on ∂�.
(1.2)

Following the classical idea (see for example [1] or [21]), we can obtain the existence theorem 
of the classical Neumann problem of special Lagrangian equation as below.

Theorem 1.2. Suppose � ⊂Rn is a C4 strictly convex domain and ν is outer unit normal vector 
of ∂�. Let ϕ ∈ C3(∂�) and �(x) ∈ C2(�) with (n−2)π

2 < �(x) < nπ
2 in �. Then there exists a 

unique constant β such that the Neumann problem of special Lagrangian equation{
arctanD2u = �(x), in � ⊂Rn,

uν = β + ϕ(x), on ∂�,
(1.3)

has admissible solutions u ∈ C3,α(�), which are unique up to a constant.

Remark 1.3. For the classical Neumann problem of special Lagrangian equation (1.3), it is easy 
to know that a solution plus any constant is still a solution. So we can not obtain a uniform bound 
for the solutions of (1.3), and can not use the method of continuity to get the existence. Following 
the arguments in [19,21], we consider the solution uε of the equation{

arctanD2uε = �(x), in �,

(uε)ν = −εuε + ϕ(x), on ∂�,
(1.4)

for any small ε > 0. We need to establish a priori estimate of uε independent of ε, and the strict 
convexity of � plays an important role. By letting ε → 0 and a perturbation argument, we can 
obtain a solution of (1.3).

The rest of the paper is organized as follows. In Section 2, we collect some properties of the 
special Lagrangian equation and establish the C0 estimate for the Neumann problem of special 
Lagrangian equation. The C1 and C2 estimates are established in Section 3, Section4 respec-
tively. Finally, we prove Theorem 1.1 and Theorem 1.2 in Section 5.

2. Some properties and C0 estimate

In this section, we give some properties of the special Lagrangian equation with supercritical 
phase and establish the C0 estimate.

2.1. Some properties

Property 2.1. Let � ⊂ Rn be a domain and �(x) ∈ C0(�) with (n−2)π
2 < �(x) < nπ

2 in �. 
Suppose u ∈ C2(�) is a solution of special Lagrangian equation (1.1) and λ = (λ1, λ2, · · · , λn)

are the eigenvalues of the Hessian matrix D2u with
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λ1 ≥ λ2 · · · ≥ λn, (2.1)

then we have some properties:

λ1 ≥ · · · ≥ λn−1 > 0, (2.2)

|λn| ≤ λn−1, (2.3)

n∑
i=1

λi > 0, (2.4)

|λn| < C0, (2.5)

where C0 = max{tan
(

(n−1)π
2 − min

�

�
)
, tan

(max
�

�

n

)}.
These properties are well-known and can be found in [27,29]. We write it here for conve-

nience.

Proof. For any i = 1, 2, · · · , n, we know arctanλi ∈ (−π
2 , π2 ). Then we can get

arctanλn−1 + arctanλn = � − arctanλ1 − arctanλ2 · · · − arctanλn−2

≥ � − (n − 2)π

2
> 0.

So λn−1 + λn > 0, which implies (2.2), (2.3) and (2.4) hold.
Moreover,

arctanλn = � − arctanλ1 − arctanλ2 − · · · − arctanλn−1 > min
�

� − (n − 1)π

2
,

arctanλn <
arctanλ1 + arctanλ2 + · · · + arctanλn

n
≤

max
�

�

n
,

so we can get

|λn| < max{tan
( (n − 1)π

2
− min

�

�
)
, tan

(max
�

�

n

)}. �

Property 2.2. Suppose � ⊂Rn is a domain and �(x) ∈ C2(�) with (n−2)π
2 < �(x) < nπ

2 in �. 
Let u ∈ C4(�) be a solution of special Lagrangian equation (1.1). Then for any ξ ∈ Sn−1, we 
have

n∑
ij=1

F ijuijξξ ≥ �ξξ − A�ξ
2, in �, (2.6)
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where F ij = ∂ arctan D2u
∂uij

and A = 2
tan

(
min
�

�− (n−2)π
2

) .

Proof. For any x ∈ �, we can assume D2u is diagonal with λi = uii , since (2.6) is invariant 
under rotating the coordinates. Then we have

F ij =: ∂ arctanD2u

∂uij

=
{

1
1+λ2

i

, if i = j,

0, if i 	= j,

and

F ij,kl =: ∂2 arctanD2u

∂uij ∂ukl

=

⎧⎪⎪⎨⎪⎪⎩
− 2λi

(1+λ2
i )

2 , if i = j = k = l,

− λi+λj

(1+λ2
i )(1+λ2

j )
, if i = l, j = k, i 	= j,

0, otherwise .

From the special Lagrangian equation (1.1), we know

n∑
ij=1

F ijuijξ = �ξ,

and

n∑
ij=1

F ijuijξξ = �ξξ −
n∑

ijkl=1

F ij,kluijξ uklξ = �ξξ −
n∑

i=1

F ii,iiu2
iiξ −

∑
i 	=j

F ij,j iu2
ijξ

≥ �ξξ −
n∑

i=1

F ii,iiu2
iiξ . (2.7)

From the concavity lemma (Lemma 2.2 in [7]), we know

−
n∑

i=1

F ii,iiu2
iiξ ≥ − 2

tan
(

min
�

� − (n−2)π
2

)( n∑
i=1

F iiuiiξ

)2 = − 2

tan
(

min
�

� − (n−2)π
2

)�ξ
2.

(2.8)

Hence (2.6) holds. �
2.2. C0 estimate

The C0 estimate is easy. For completeness, we produce a proof here following the idea of 
Trudinger [24].

Theorem 2.3. Let � ⊂ Rn be a C1 bounded domain and ϕ ∈ C0(∂�). Suppose u ∈ C2(�) ∩
C1(�) is the solution of special Lagrangian equation (1.2) and �(x) ∈ C0(�) with (n−2)π

2 <

�(x) < nπ in �, then we have
2
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sup
�

|u| ≤ M0, (2.9)

where M0 depends on n, diam(�), max
∂�

|ϕ| and max
�

�.

Proof. From (2.4), we know u is subharmonic. So the maximum of u is attained at a boundary 
point x0 ∈ ∂�. Then we can get

0 ≤ uν(x0) = −u(x0) + ϕ(x0). (2.10)

Hence

max
�

u = u(x0) ≤ ϕ(x0) ≤ max
∂�

|ϕ|. (2.11)

Without loss of generality, we assume 0 ∈ �, and denote B = 1
2 tan

(max
�

�

n

)
< +∞. Then we 

have

arctanD2u = � ≤ max
�

� = arctanD2(B|x|2). (2.12)

By the comparison principle, we know u − B|x|2 attains its minimum at a boundary point x1 ∈
∂�. Then

0 ≥ (u − B|x|2)ν |x=x1 = uν(x1) − 2Bx1 · ν
= −u(x1) + ϕ(x1) − 2Bx1 · ν
≥ −u(x1) − max

∂�
|ϕ| − 2Bdiam(�). (2.13)

Hence

min
�

u ≥ min
�

(u − B|x|2) = u(x1) − B|x1|2

≥ −max
∂�

|ϕ| − 2Bdiam(�) − Bdiam(�)2. � (2.14)

Here, following the proof of Theorem 2.3, we can easily obtain

Theorem 2.4. Suppose � ⊂ Rn is a C1 bounded domain and ϕ ∈ C0(∂�). Let �(x) ∈ C0(�)

with (n−2)π
2 < �(x) < nπ

2 in � and uε ∈ C2(�) ∩ C1(�) be the solution of special Lagrangian 
equation (1.4) with ε ∈ (0, 1), then we have

sup
�

|εuε| ≤ M0, (2.15)

where M0 depends on n, diam(�), max
∂�

|ϕ| and max
�

�.
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3. Global gradient estimate

In this section, we prove the global gradient estimate involving the interior gradient estimate 
and the near boundary gradient estimate. To state our theorems, we denote d(x) = dist(x, ∂�)

and �μ = {x ∈ �|d(x) < μ}, where μ is a small positive universal constant. In Subsection 3.1, 
we give the interior gradient estimate in � \ �μ and, in Subsection 3.2, we establish the near 
boundary gradient estimate in �μ, following the idea of Ma-Qiu [20].

3.1. Interior gradient estimate

The interior gradient estimate was established in [28]. Hence we can directly obtain the fol-
lowing interior gradient estimate in � \ �μ.

Theorem 3.1. Suppose � ⊂Rn is a bounded domain and �(x) ∈ C0(�) with (n−2)π
2 < �(x) <

nπ
2 in �. Suppose u ∈ C2(�) is a solution of special Lagrangian equation (1.1), then we have

sup
�\�μ

|Du| ≤ M1, (3.1)

where M1 depends on n, μ, and |u|C0 .

3.2. Near boundary gradient estimate

Theorem 3.2. Suppose � ⊂ Rn is a C2 bounded domain, ϕ ∈ C2(∂�) and �(x) ∈ C0(�) with 
(n−2)π

2 < �(x) < nπ
2 in �. Let u ∈ C3(�) ∩C2(�) be a solution of special Lagrangian equation 

(1.2), then we have

sup
�μ

|Du| ≤ max{M1, M̃1}, (3.2)

where μ is a universal positive constant depending only on �; M1 depends on n, μ, and |u|C0 ; 
and M̃1 depends on n, μ, �, |u|C0 , max

�

�, min
�

� and |ϕ|C2 .

Proof. The proof follows the idea of Ma-Qiu [20].
Since � is a C2 domain, it is well known that there exists a small positive universal constant 

0 < μ < 1
10 such that d(x) ∈ C2(�μ). As [22,17] (page 331 in [17]), we can extend ν by ν =

−Dd in �μ and note that ν is a C1(�μ) vector field. As mentioned in the book [17], we also 
have the following formulas

|Dν| ≤ C, in �μ, (3.3)

n∑
i=1

νiDjν
i = 0,

n∑
i=1

νiDiν
j = 0, |ν| = 1, in �μ, (3.4)

where C is depending only on n and �. As in [17], we define
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cij = δij − νiνj , in �μ, (3.5)

and for a vector ζ ∈ Rn, we write ζ ′ for the vector with i-th component 
∑n

j=1 cij ζ j . Then we 
have

|(Du)′|2 =
n∑

i,j=1

cij uiuj and |Du|2 = |(Du)′|2 + u2
ν . (3.6)

We consider the auxiliary function

G(x) = log |Dw|2 + h(u) + g(d), (3.7)

where

w(x) = (1 − d)u + ϕ(x)d(x),

h(u) = − log(1 + M0 − u),

g(d) = α0d,

with α0 > 0 to be determined later. Also note that here ϕ ∈ C2(�) is an extension with universal 
C2 norm.

It is easy to know G(x) is well-defined in �μ. Then we assume that G(x) attains its maximum 
at a point x0 ∈ �μ. If we have |Du|(x0) ≤ 10n[|ϕ|C1(�) + sup� |u|], and we can get directly

sup
�μ

log |Du|2 = sup
�μ

log
|Dw − dDϕ + (ϕ − u)Dd|2

(1 − d)2

≤ 2[sup
�μ

log |Dw|2 + (|ϕ|C1(�) + sup
�

|u|)2]

≤ 2[log |Dw|2(x0) + sup
�μ

|h(u)| + sup
�μ

|g(d)| + (|ϕ|C1(�) + sup
�

|u|)2]

≤ 2[log |Du|2(x0) + log(1 + 2M0) + α0 + 2(|ϕ|C1(�) + sup
�

|u|)2]

≤ 2[log(1 + 2M0) + α0 + (10n + 2)(|ϕ|C1(�) + sup
�

|u|)2], (3.8)

so (3.2) holds.
Hence, we assume |Du|(x0) > 10n[|ϕ|C1(�) + sup� |u|] in the following. Then we have

1

2
|Du|2 ≤ |Dw|2 ≤ 2|Du|2, (3.9)

since wi = (1 − d)ui + ϕid + (ϕ − u)di . Now we divide into three cases to complete the proof 
of Theorem 3.2.
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� CASE I: x0 ∈ ∂�μ ∩ �.
Then x0 ∈ � \ �μ, and we can use the interior gradient estimate, that is from Theorem 3.1,

|Du|(x0) ≤ sup
�\�μ

|Du| ≤ M1, (3.10)

then we can prove (3.2) by a calculation similar with (3.8).
� CASE II: x0 ∈ ∂�.
At x0, we have d = 0, and

0 ≤ Gν = (|Dw|2)iνi

|Dw|2 + h′uν − g′. (3.11)

We know from (3.6)

|Dw|2 = |(Dw)′|2 + w2
ν = cpqwpwq + w2

ν,

and by the Neumann boundary condition, we can get

wν = (1 − d)uν + [u − ϕ] + ϕνd = 0.

Hence

(|Dw|2)iνi = [cpq
,i wpwq + 2cpqwpiwq + 2wνDiwν]νi

= c
pq
,i wpwqνi + 2cpq [upi + (ϕp − up)di + (ϕi − ui)dp + (ϕ − u)dij ]wqνi

≤ C1|Dw|2 + 2cpqupiwqνi + C2[|Dw| + |Dw|2],
(3.12)

where C1 = ∑
pq |Dcpq | and C2 = 2 

∑
pq |cpq |[2|Dϕ| + (|ϕ| + |u|)||D2d| + 4]. Also by the 

Neumann boundary condition, we can get

cpqDp(uiν
i) = cpqDp[−u + ϕ],

so

cpqupiν
i = −cpquiν

i
,p + cpq(−up + ϕp).

Hence

2cpqupiwqνi = −2cpquiwqνi
,p + cpq(−up + ϕp)wq ≤ C3[|Dw| + |Dw|2], (3.13)

where C3 = 4 
∑

pq |cpq |[|D2d| + |Dϕ| + 1]. From (3.11), (3.12) and (3.13), we get

0 ≤ Gν ≤ C1 + C2 + C3 + C2 + C3

|Dw| + −u + ϕ

1 + M0 − u
− α0. (3.14)

We choose
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α0 = C1 + C2 + C3 + max
�

|u| + max
�

|ϕ| + 1, (3.15)

then

|Dw| ≤ C2 + C3. (3.16)

So we can prove (3.2) by a calculation similar with (3.8), or x0 cannot be at the boundary ∂� by 
a contradiction discussion.

� CASE III: x0 ∈ �μ.
At x0, we have 0 < d < μ. By rotating the coordinate e1, · · · , en, we can assume

w1(x0) = |Dw|(x0) > 0, {uij (x0)}2≤i,j≤n is diagonal. (3.17)

In the following, all the calculations are at x0. So from the definition of w, we know wi =
(1 − d)ui + [ϕ − u]di + ϕid , and by (3.17) we get

u1 = w1 − [ϕ − u]d1 − ϕ1d

1 − d
> 0, (3.18)

ui = −[ϕ − u]di − ϕid

1 − d
, i ≥ 2. (3.19)

By the assumption |Du|(x0) > 10n[|ϕ|C1(�) + sup� |u|], we know for i ≥ 2

|ui | ≤ |ϕ| + |u| + |ϕi |
1 − d

≤ 1

9n
|Du|(x0), (3.20)

hence

u1 =
√√√√|Du|2 −

n∑
i=2

u2
i ≥ 1

2
|Du| ≥ 1

4
w1. (3.21)

Also we have at x0,

0 = G1 = (|Dw|2)1

|Dw|2 + h′u1 + α0d1

= 2w11

w1
+ h′u1 + α0d1. (3.22)

From the definition of w, we know

w11 = (1 − d)u11 + [ϕ − u]d11 + ϕ11d

+ [ϕ1 − u1]d1 + [ϕ1 − u1]d1. (3.23)

So we have
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u11 = w11

1 − d
− [ϕ − u]d11 + ϕ11d + 2[ϕ1 − u1]d1

1 − d

= −[h′u1 + α0d1]w1

2(1 − d)
− [ϕ − u]d11 + ϕ11d + 2[ϕ1 − u1]d1

1 − d

≤ −h′

2(1 − d)
u1w1 + α0w1

2(1 − d)
+ (|ϕ| + |u|)|d11| + |ϕ11| + 2|ϕ1|

1 − d
+ 2u1

(1 − d)

≤ −h′

4(1 − d)
u1w1 ≤ − 1

16(1 + 2M0)
w2

1, (3.24)

if w1 ≥ 8(1 + 2M0)[α0 + 8 + (|ϕ| + |u|)|D2d| + |D2ϕ| + 2|Dϕ|] =: C4.
Moreover, from (2.5), we know

u11 ≥ −max{tan
( (n − 1)π

2
− min

�

�
)
, tan

(max
�

�

n

)}. (3.25)

Hence we can get from (3.24) and (3.25)

w1(x0) ≤C5.

So we can prove (3.2) by a calculation similar with (3.8). �
As discussed in Remark 1.3, we need to consider the equation (1.4) to prove Theorem 1.2. It 

is crucial to establish a global gradient estimate of uε independent of ε and we need the strict 
convexity of �. Following the idea of [21], we can easily obtain

Theorem 3.3. Suppose � ⊂ Rn is a C3 strictly convex domain and ϕ ∈ C3(∂�). Let �(x) ∈
C1(�) with (n−2)π

2 < �(x) < nπ
2 in � and uε ∈ C3(�) ∩ C2(�) be the solution of special 

Lagrangian equation (1.4) with ε > 0 sufficiently small, then we have

sup
�

|Duε| ≤ M1, (3.26)

and

sup
�

|uε − 1

|�|
∫
�

uε| ≤ M1, (3.27)

where M1 depends on n, �, max
�

�, min
�

�, |�|C1 and |ϕ|C3 .

Proof. It is easy to check that (3.27) follows (3.26). So we only need to prove (3.26).
As discussed in the proof of Theorem 3.2, the distance function d(x) ∈ C3(�μ) since � is a 

C3 domain here. Now we extend d such that d ∈ C3(�) with a universal C3 norm. Because � is 
a C3 strictly convex domain, we have the defining function ρ ∈ C3(�) such that
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ρ = 0 on ∂�, ρ < 0 in �;
|Dρ| = 1 on ∂�;
D2ρ ≥ k0In;

where k0 > 0 depends only on � and In is the n × n identity matrix.
For sufficiently small ε > 0 (to be determined later), we consider the auxiliary function

G(x) = log |Dw|2 + αρ, (3.28)

where w(x) = (1 − εd)uε + ϕ(x)d(x) and α > 0 is a small number to be determined later. Also 
note that here ϕ ∈ C3(�) is a extension with universal C3 norm. We assume that G(x) attains 
its maximum at a point x0 ∈ �. We claim |Dw(x0)|2 is bounded or x0 must be on the boundary 
∂�. If |Dw(x0)|2 is bounded, we can easily obtain (3.26). Otherwise, if |Dw(x0)|2 is large and 
x0 ∈ �, we will get a contradiction in the following.

At x0, by rotating the coordinate e1, · · · , en, we can assume {D2uε(x0)} is diagonal and all 
the calculations are at x0. So we have at x0,

0 = Gi = (|Dw|2)i
|Dw|2 + αρi, (3.29)

and

0 ≥ Gii = (|Dw|2)ii
|Dw|2 − [(|Dw|2)i]2

[|Dw|2]2 + αρii

= (|Dw|2)ii
|Dw|2 − α2ρ2

i + αρii . (3.30)

Also we have

F ij =: ∂ arctanD2uε

∂uε
ij

=
{

1
1+uε

ii
2 , if i = j,

0, if i 	= j.

So we have

0 ≥
n∑

i=1

F iiGii =
∑n

i=1 F ii(|Dw|2)ii
|Dw|2 − α2

n∑
i=1

F iiρ2
i + α

n∑
i=1

F iiρii , (3.31)

where

n∑
i=1

F ii(|Dw|2)ii =
n∑

i=1

F ii[2
n∑

k=1

w2
ki + 2

n∑
k=1

wkwkii]

≥ 2
n∑

wkF
ii[(1 − εd)uε

kii − ε(2diu
ε
ki + dku

ε
ii + 2dkiu

ε
i + diiu

ε
k) + (ϕd)kii]
ik=1
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≥ −2|Dw|
[
(1 − εd)|D�| + ε(

3n

2
|Dd| + 3|D2d||Du|

n∑
i=1

F ii)

+ |D3(ϕd)|
n∑

i=1

F ii
]

≥ −C(|Dw| + ε|Dw|2)
n∑

i=1

F ii . (3.32)

So from (3.31) and (3.32), we have

0 ≥
n∑

i=1

F iiGii ≥ − C
|Dw| + ε|Dw|2

|Dw|2
n∑

i=1

F ii − α2|Dρ|2
n∑

i=1

F ii + αk0

n∑
i=1

F ii > 0,

(3.33)

if α = k0
3 max� |Dρ|2 , ε <

αk0
3C

and |Dw(x0)| ≥ 3C
αk0

. This is a contradiction. So x0 ∈ ∂�.

Let n denote the unit outer normal derivate and 1 ≤ i ≤ n − 1 denote the tangential direction 
on the boundary. D denotes the derivative in Rn and  denotes the derivative on the boundary. 
We also denote i (un) := uni for 1 ≤ i ≤ n − 1. By the boundary condition, wn = 0 on ∂� and 
wni = 0 for i = 1, · · · , n − 1.

By the Gauss-Weingarten formula, we have

Dknu = unk − hkjuj .

We have

0 ≤ Gν(x0) = (|Dw|2)ν
|Dw|2 + αρν

=
n−1∑
i,k=1

2wkDknw

|Dw|2 + αρν

=
n−1∑
k=1

2wkwnk − 2
∑n−1

i=1 wkwihik

|Dw|2 + αρν

= −2

n−1∑
ik=1

wkwihik

|Dw|2 + αρν

≤ −2c + α|Dρ|, (3.34)

where hij is the second fundamental form of ∂� with {hij } ≥ cIn−1 > 0. If α < c
max� |Dρ| , we 

get a contradiction. Hence |Dw(x0)| is bounded and (3.26) holds. �
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4. Global second derivatives estimate

We come now to the a priori estimates of global second derivatives and we obtain the follow-
ing theorem

Theorem 4.1. Suppose � ⊂ Rn is a C4 strictly convex domain and ϕ ∈ C3(∂�). Let �(x) ∈
C2(�) with (n−2)π

2 < �(x) < nπ
2 in � and u ∈ C4(�) ∩ C3(�) be a solution of special La-

grangian equation (1.2), then we have

sup
�

|D2u| ≤ M2, (4.1)

where M2 depends on n, �, max
�

�, min
�

�, |u|C1 , |�|C2 and |ϕ|C3 .

Following the idea of Lions-Trudinger-Urbas [19] and Ma-Qiu [20], we divide the proof of 
Theorem 4.1 into two steps. We firstly reduce global second derivatives to double normal second 
derivatives on boundary and then we prove the estimate of double normal second derivatives on 
boundary.

4.1. Reduce global second derivatives to double normal second derivatives on boundary

Lemma 4.2. Suppose � ⊂ Rn is a C4 convex domain and ϕ ∈ C3(∂�). Let �(x) ∈ C2(�) with 
(n−2)π

2 < �(x) < nπ
2 in � and u ∈ C4(�) ∩C3(�) be a solution of special Lagrangian equation 

(1.2), then we have

sup
�

|D2u| ≤ C6(1 + sup
∂�

|uνν |), (4.2)

where C6 depends on n, �, max
�

�, min
�

�, |u|C1 , |�|C2 and |ϕ|C3 .

Proof. Since � is a C4 domain, it is well known that there exists a small positive universal 
constant 0 < μ < 1

10 such that d(x) ∈ C4(�μ) and ν = −Dd on ∂�. We define d̃ ∈ C4(�) such 
that d̃ = d in �μ and denote

ν = −Dd̃, in �.

In fact, ν is a C3(�) extension of the outer unit normal vector field on ∂�.
We assume 0 ∈ � and consider the function

v(x, ξ) = uξξ − v′(x, ξ) + K|x|2, (4.3)

where v′(x, ξ) = 2(ξ ·ν)ξ ′ · (Dϕ −Du −ulDνl) = alul +b, ξ ′ = ξ − (ξ ·ν)ν, al = −2(ξ ·ν)(ξ ′ ·
Dνl) − 2(ξ · ν)(ξ ′)l , b = 2(ξ · ν)(ξ ′ · Dϕ), and K > 0 is to be determined later. Also note that 
here ϕ ∈ C3(�) is an extension with universal C3 norm. Denote

F ij = ∂ arctanD2u
.

∂uij
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For any x ∈ �, we can assume D2u is diagonal with λi = uii and λ1 ≥ λ2 ≥ · · · ≥ λn. Then we 
have

F ij =: ∂ arctanD2u

∂uij

=
{

1
1+λ2

i

, if i = j,

0, if i 	= j.

Hence we can get from Property 2.1

F 11 ≤ F 22 ≤ · · · ≤ Fnn;

Fnn = 1

1 + λ2
n

≥ c0 > 0;

F iiuii = λi

1 + λ2
i

∈ (−1

2
,

1

2
);

where c0 = 1

1+ max{tan
( (n−1)π

2 −min
�

�
)
,tan

( max
�

�

n

)}2

.

For any fixed ξ ∈ Sn−1, we have from Property 2.2

n∑
ij=1

F ij vij =
n∑

ij=1

F ijuijξξ −
n∑

ij=1

F ij [aluij l + 2Dia
lujl + Dija

lul + bij ] + 2K

n∑
i=1

F ii

≥ �ξξ − 2

tan
(

min
�

� − (n−2)π
2

)�ξ
2 − al�l −

n∑
i=1

|Dia
i |

−
n∑

i=1

F ii[Diia
lul + bii] + K

n∑
i=1

F ii

> 0,

if we choose

K = 1

c0

[|D2�| + 2

tan
(

min
�

� − (n−2)π
2

) |D�|2 + |al ||D�| + |Dal |] + |D2al ||Du| + |D2b| +1.

So max
�

v(x, ξ) attains its maximum on ∂�. Hence max
�×Sn−1

v(x, ξ) attains its maximum at some 

point x0 ∈ ∂� and some direction ξ0 ∈ Sn−1.
Case a: ξ0 is tangential to ∂� at x0.
We directly have ξ0 · ν = 0, v′(x0, ξ0) = 0, and uξ0ξ0(x0) > 0. In the following, all the calcu-

lations are at the point x0 and ξ = ξ0.
From the boundary condition, we have

uliν
l = [cij + νiνj ]νlulj

= cij [Dj(ν
lul) − Djν

lul] + νiνj νlulj
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= −cij uj + cijDjϕ − cij ulDjν
l + νiνj νlulj . (4.4)

So it follows that

ulipνl = [cpq + νpνq ]uliqνl

= cpq [Dq(uliν
l) − uliDqνl] + νpνquliqνl

= cpqDq(−cij uj + cijDjϕ − cij ulDjν
l + νiνj νlulj )

−cpquliDqνl + νpνqνluliq , (4.5)

then we obtain

uξ0ξ0ν =
n∑

ipl=1

ξ i
0ξ

p
0 ulipνl

=
n∑

ip=1

ξ i
0ξ

p

0 [cpqDq(−cij uj + cijDjϕ − cijulDjν
l + νiνj νlulj )

− cpquliDqνl + νpνqνluliq ]

=
n∑

i=1

ξ i
0ξ

q

0 [Dq(−cij uj + cijDjϕ − cij ulDjν
l + νiνj νlulj ) − uliDqνl]

= −ξ i
0ξ

q
0 [cij ujq − Dqcijuj ] + ξ i

0ξ
q
0 Dq(cijDjϕ)

− ξ i
0ξ

q

0 Dq(cijDjν
l)ul − ξ

j

0 ξ
q

0 ulqDjν
l + ξ i

0ξ
q

0 Dqνiuνν − ξ i
0ξ

q

0 ulqDiν
l

≤ −uξ0ξ0 − 2ξ i
0ulξ0Diν

l + C7 + C7|Du| + C7|uνν |. (4.6)

We assume ξ0 = e1, it is easy to get the bound for u1i(x0) for i > 1 from the maximum of v(x, ξ)

in the ξ0 direction. In fact, we can assume ξ(t) = (1,t,0,··· ,0)√
1+t2

. Then we have

0 = dv(x0, ξ(t))

dt
|t=0

= 2uij (x0)
dξ i(t)

dt
|t=0ξ

j (0) − dv′(x0, ξ(t))

dt
|t=0

= 2u12(x0) − 2ν2(D1ϕ − u1 − ulD1ν
l), (4.7)

so

|u12(x0)| = |ν2(D1ϕ − u1 − ulD1ν
l)| ≤ C8 + C8|Du|. (4.8)

Similarly, we have for all i > 1,

|u1i (x0)| ≤ C8 + C8|Du|. (4.9)
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So by {Diν
l} ≥ 0, we have

uξ0ξ0ν ≤ −uξ0ξ0 − D1ν
1uξ0ξ0 + C9(1 + |uνν |)

≤ −uξ0ξ0 + C9(1 + |uνν |). (4.10)

On the other hand, we have from the Hopf lemma and (4.4),

0 ≤ vν(x0, ξ0)

= uξ0ξ0ν − alulν − Dνa
lul − bν + 2K(x · ν)

≤ −uξ0ξ0 + C9(1 + |uνν |) + C10. (4.11)

Then we get

uξ0ξ0(x0) ≤ (C9 + C10)(1 + |uνν |). (4.12)

Because u is subharmonic function and (4.12), we obtain

max
�×Sn−1

|uξξ (x)| ≤ (n − 1) max
�×Sn−1

uξξ (x)

≤ (n − 1)[ max
�×Sn−1

v(x, ξ) + C11] = (n − 1)[v(x0, ξ0) + C11]

≤ (n − 1)[uξ0ξ0(x0) + 2C11]
≤ C12(1 + |uνν |). (4.13)

Case b: ξ0 is non-tangential.
We can directly have ξ0 · ν 	= 0. We can find a tangential vector τ such that ξ0 = ατ + βν, 

with α = ξ0 · τ ≥ 0, β = ξ0 · ν 	= 0, α2 + β2 = 1 and τ · ν = 0. Then we have

uξ0ξ0(x0) = α2uττ (x0) + β2uνν(x0) + 2αβuτν(x0)

= α2uττ (x0) + β2uνν(x0) + 2(ξ0 · ν)[ξ0 − (ξ0 · ν)ν][Dϕ − Du − ulDνl],(4.14)

hence

v(x0, ξ0) = α2v(x0, τ ) + β2v(x0, ν) ≤ α2v(x0, ξ0) + β2v(x0, ν). (4.15)

From the definition of v(x0, ξ0), we know

v(x0, ξ0) ≤ v(x0, ν), (4.16)

and

uξ0ξ0(x0) ≤ v(x0, ξ0) + C11 = v(x0, ν) + C11 ≤ |uνν | + 2C11. (4.17)

Similarly with (4.13), we can prove (4.2). �
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Remark 4.3. It is noticeable that in the entire proof of Lemma 4.2, we only use the convexity 
of the domain in (4.10). Actually, if we consider more general type Neumann boundary problem 
like uν = ϕ(x, u), the above proof still works if ϕu − κmin < 0 on the boundary, where κmin is 
the smallest principal curvature of the boundary.

4.2. Estimate of double normal second derivatives on boundary

From Property 2.1, we know the smallest eigenvalue is bounded below. Hence we can directly 
obtain the lower estimate of double normal second derivatives on boundary as follows

Lemma 4.4. Suppose � ⊂ Rn is a domain and �(x) ∈ C0(�) with (n−2)π
2 < �(x) < nπ

2 in �. 
Let u ∈ C2(�) be the solution of special Lagrangian equation (1.2), then we have

min
∂�

uνν ≥ −max{tan
( (n − 1)π

2
− min

�

�
)
, tan

(max
�

�

n

)}. (4.18)

In the following, we establish the upper estimate of double normal second derivatives on 
boundary.

Lemma 4.5. Suppose � ⊂ Rn is a C3 strictly convex domain and ϕ ∈ C2(∂�). Let �(x) ∈
C2(�) with (n−2)π

2 < �(x) < nπ
2 in � and u ∈ C3(�) ∩ C2(�) be a solution of special La-

grangian equation (1.2), then we have

max
∂�

uνν ≤ C13, (4.19)

where C13 depends on n, �, max
�

�, min
�

�, |u|C1 , |�|C2 and |ϕ|C2 .

Proof. Because � is a C3 strictly convex domain, we have the defining function ρ ∈ C3(�) for 
it such that

ρ = 0 on ∂�, ρ < 0 in �;
|Dρ| = 1 on ∂�;
D2ρ ≥ k0In;

where k0 > 0 depending only on �, and In is the n ×n identity matrix. Also, ν = (ν1, ν2, · · · , νn)

is a C2(�) extension of the outer unit normal vector field on ∂� as in Lemma 4.2.
By the classical barrier technique (see [19] or [20]), we consider the test function

P(x) = uν + u(x) − ϕ(x) − Kρ, (4.20)

where K = max{ 2(1+C0
2)

k0
(|D�||ν| + |Dν| + n

2 ), 2
k0

(|Du||D2ν| + |D2ϕ|)} and C0 is defined in 

(2.5). Also note that here ϕ ∈ C2(�) is an extension with universal C2 norm. Denote
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F ij = ∂ arctanD2u

∂uij

.

For any x ∈ �, we can assume D2u is diagonal with λi = uii and λ1 ≥ λ2 ≥ · · · ≥ λn. Then we 
have

F ij =: ∂ arctanD2u

∂uij

=
{

1
1+λ2

i

, if i = j,

0, if i 	= j.

Hence we can get

n∑
ij=1

F ijPij =
n∑

i=1

F ii
{∑

l

[uliiν
l + 2uli(ν

l)i + ul(ν
l)ii] + uii − ϕii

} − K

n∑
i=1

F iiρii

=
∑

l

�lν
l + 2

n∑
i=1

F iiuii(ν
i)i +

n∑
i=1

F iiul(ν
l)ii +

n∑
i=1

F iiuii −
n∑

i=1

F iiϕii

− K

n∑
i=1

F iiρii

≤ |D�||ν| + |Dν| + |Du||D2ν|
n∑

i=1

F ii + n

2
+ |D2ϕ|

n∑
i=1

F ii − Kk0

n∑
i=1

F ii

≤ |D�||ν| + |Dν| + n

2
− Kk0

2

1

1 + C0
2

+ |Du||D2ν|
n∑

i=1

F ii + |D2ϕ|
n∑

i=1

F ii − Kk0

2

n∑
i=1

F ii

≤ 0. (4.21)

Also, it is easy to know P = 0 on ∂�. Hence P attains its minimum on any boundary point. 
Then we can get for any x ∈ ∂�,

0 ≥ Pν(x) = [uνν −
∑
j

uj djν + uν − ϕν] − Kρν

≥ uνν − |Du||D2d| − |Du| − |Dϕ| − K, (4.22)

hence (4.19) holds. �
Remark 4.6. If we consider the Neumann boundary like uν = ϕ(x, u), the double normal second 
derivative’s estimate still holds by constructing P(x) = uν − ϕ(x, u) − Kρ.

Following the above proofs, we also can obtain the estimates of second order derivatives of 
uε in (1.4), and the strict convexity of � is important in reducing global second derivatives to 
double normal second derivatives on boundary. So we have
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Theorem 4.7. Suppose � ⊂ Rn is a C4 strictly convex domain and ϕ ∈ C3(∂�). Let �(x) ∈
C2(�) with (n−2)π

2 < �(x) < nπ
2 in � and u ∈ C4(�) ∩ C3(�) be the solution of special La-

grangian equation (1.4) with ε > 0 sufficiently small, then we have

sup
�

|D2uε| ≤ M2, (4.23)

where M2 depends on n, �, max
�

�, min
�

�, |�|C2 and |ϕ|C3 .

5. Existence of the boundary problems

In this section we complete the proofs of the Theorem 1.1 and Theorem 1.2.

5.1. Proof of Theorem 1.1

For the Neumann problem of special Lagrangian equation (1.2), we have established the C0, 
C1 and C2 estimates in Section 2, Section 3, Section 4, respectively. By the global C2 priori 
estimate, the special Lagrangian equation (1.2) is uniformly elliptic in �. From the concavity 
Lemma (Lemma 2.2 in [7]), we know −e−A arctan D2u is concave with respect to D2u, where A is 
defined in Property 2.2. Following the discussions in [18], we can get the global Hölder estimate 
of second derivatives,

|u|C2,α(�) ≤ C, (5.1)

where C and α depend on n, �, max
�

�, min
�

�, |�|C2 and |ϕ|C3 . From (5.1), one also obtains 

C3,α(�) estimates by differentiating the equation (1.2) and applies the Schauder theory for linear 
uniformly elliptic equations.

Applying the method of continuity (see [17]), the existence of the classical solution holds. By 
the standard regularity theory of uniformly elliptic partial differential equations, we can obtain 
the higher regularity.

5.2. Proof of Theorem 1.2

The proof is following the idea of [19] and [1]. By a similar proof of Theorem 1.1, we know 
there exists a unique solution uε ∈ C3,α(�) to (1.4) for any small ε > 0. Let vε = uε − 1

|�|
∫
�

uε , 
and it is easy to know vε satisfies

{
arctanD2vε = �(x), in �,

(vε)ν = −εvε − 1
|�|

∫
�

εuε + ϕ(x), on ∂�.
(5.2)

By the global gradient estimate (3.26), it is easy to know ε sup
�

|Duε| → 0. Hence there is a 

constant β and a function v ∈ C2(�), such that −εuε → β , −εvε → 0, − 1
|�|

∫
�

εuε → β and 

vε → v uniformly in C2(�) as ε → 0. It is easy to verify that v is a solution of
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{
arctanD2v = �(x), in �,

vν = β + ϕ(x), on ∂�.
(5.3)

If there is another function v1 ∈ C2(�) and another constant β1 such that{
arctanD2v1 = �(x), in �,

(v1)ν = β1 + ϕ(x), on ∂�.
(5.4)

Applying the maximum principle and Hopf Lemma, we can know β = β1 and v − v1 is a con-
stant. By the standard regularity theory of uniformly elliptic partial differential equations, we can 
obtain the higher regularity.
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