
Systems & Control Letters 97 (2016) 184–192
Contents lists available at ScienceDirect

Systems & Control Letters

journal homepage: www.elsevier.com/locate/sysconle

Stability and stabilization of switched stochastic systems under
asynchronous switching✩

Wei Ren, Junlin Xiong ∗

Department of Automation, University of Science and Technology of China, Hefei, 230026, China

a r t i c l e i n f o

Article history:
Received 22 December 2015
Received in revised form
26 June 2016
Accepted 9 September 2016

Keywords:
Asynchronous switching
Average dwell time
Switched system
Stochastic stability

a b s t r a c t

This paper studies the stability and stabilization problems for a class of switched stochastic systems
under asynchronous switching. The asynchronous switching refers to that the switching of the candidate
controllers does not coincide with the switching of system modes. Two situations are considered:
(1) time-delayed switching situation, that is, the switching of the candidate controllers has a lag to
the switching of the system modes; (2) mismatched switching situation, the switching of the candidate
controllers does not match the switching of the system modes. Using average dwell time and Lyapunov-
like function, sufficient conditions are established for stochastic input-to-state stability of the whole
system. Also, the stabilizing controller design approach is proposed for switched stochastic linear systems.
Theminimal average dwell time and the controller gain are achieved. Finally, a numerical example is used
to demonstrate the validity of the developed results.

© 2016 Elsevier B.V. All rights reserved.
1. Introduction

Switched systems are a special class of hybrid systems, and con-
sist of a family of subsystems (also called system modes) and a
switching law that orchestrates the switching among the system
modes; see [1,2]. In practice, there are numerous physical systems
that could be modeled as the switched systems, such as fermen-
tation processes [1], networked control systems [3,4] and scalable
video coding systems [2]. Because of practical application and the-
oretical development, switched systems have been given consid-
erable attention in the last few decades. The readers are referred
to [5–9] for a general introduction and the recent progresses in the
field of switched systems.

In the practical systems, disturbances are inevitable and have
impacts on the stability and the performances of the dynamical
systems including switched systems. Furthermore, the stochastic
disturbances lead to stochastic modeling and control for the
control systems, which leads to switched stochastic systems.
In the literature, there are some salient results on switched
stochastic systems, such as stability [10–12], fault detection
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filtering [13], passivity and passification [14], H∞ control [15],
sliding mode control [16]. In the established methods, there
are two widely applied approaches to study switched systems,
i.e., average dwell time (ADT) approach [8,17] and Lyapunov
function approach [18–20]. Average dwell time characterizes the
switching rate that guarantees stability of the closed-loop system.
In Lyapunov function approach, multiple Lyapunov function is
an essential Lyapunov function. Combining ADT and multiple
Lyapunov function, stability analyses and control syntheses of
switched systems have been investigated; see [12,14,16,19,21].

In the previous works [8,10,11], there is a general assumption:
the switching of the candidate controllers and the systemmodes is
coincident, which is called synchronous switching. However, asyn-
chronous switching, which is opposed to the synchronous switch-
ing, is more practical. Asynchronous phenomena like time delays
can be found in many fields, such as networked control systems
[4,22], chemical systems [23], Markovian jump systems [24] and
neural systems [25]. For the switched systems, asynchronous
switchingmay be caused by disturbances, identification of the sys-
tem modes, implementation of the matched controller, time de-
lays in information transmission and even the requirements of the
switching law. Because the switched systems do not necessarily
inherit the stability properties of the subsystems, asynchronous
switching may further deteriorate the performances of switched
systems. Some studies have been reported in the literature. For
instance, asynchronous control problem of switched linear sys-
tems was addressed in [21]. The stability conditions were estab-
lished in terms of ADT and Lyapunov-like conditions. Stability of
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switched nonlinear systems was considered in [26] by analyzing
the Lie derivative of Lyapunov function. If time delays and asyn-
chronous switching were considered, then Lyapunov–Krasovskii
functional method was used in [25] to derive the stability condi-
tions for switched nonlinear systems.

In this paper, we study the stability and stabilization problems
for switched stochastic systems under asynchronous switching.
Sufficient conditions are established for stochastic stability and
controller design. Based on the different causes of asynchronous
switching, two cases are considered. The first case is time-delayed
switching, i.e., there are time delays between the switches of the
candidate controllers and the system modes. The second one is
mismatched switching, that is, there are no time delays but switch-
ing mismatches at the switching times. Under these two cases,
stochastic stability of switched stochastic systems is studied in
continuous-time context and discrete-time context. UsingADT and
Lyapunov function approach, sufficient conditions are established
to guarantee stochastic input-to-state stability (SISS). Further-
more, for switched stochastic linear systems, the stabilizing con-
trollers design approach is proposed. Finally, a numerical example
is used to demonstrate the effectiveness of the designed con-
trollers. Compared with the previous works in [19,24–26,12], the
contributions of this paper are three-fold. First, two asynchronous
switching cases are studied, whereas only the time-delayed
switching casewas considered in the previousworks [19,25,26,21].
Especially, the mismatched switching case is first studied in
this paper. Second, for above two asynchronous switching cases,
the stability conditions are established, which extends the pre-
vious results for the deterministic/linear/synchronous switched
systems [12,19,21]. Moreover, both the continuous-time systems
and the discrete-time systems are considered. Third, for switched
stochastic linear systems with asynchronous switching, the stabi-
lizing switched controller is designed, which recovers many previ-
ous works [21,27] as the special cases.

This paper is organized as follows. In Section 2, the consid-
ered problem is formulated and some preliminaries are given.
Using average dwell-time and multiple Lyapunov-like function,
sufficient conditions for SISS of switched stochastic systems are de-
rived in Section 3. Both the time-delayed switching case and the
mismatched switching case are considered. For these two cases,
the stabilizing switched controllers are designed for switched
stochastic linear systems in Section 4. In Section 5, a numerical ex-
ample is used to illustrate the obtained results. Conclusions and
future works are stated in Section 6.

Notation: The notation used in this paper is fairly standard.
N+ stands for the set of nonnegative integers; Rn denotes the
n-dimensional Euclidean space; | · | represents the Euclidean
vector norm. P{·} denotes the probability measure; E[·] denotes
the mathematical expectation. C1,2 stands for the space of the
functions that are continuously differentiable on the first augment
and continuously twice differentiable on the second augment. A
function α(t) : R+

→ R+ is of class K if it is continuous, zero at
zero, and strictly increasing; α(t) is of class K∞ if it is of class K
and unbounded. A functionβ(s, t) : R+

×R+
→ R+ is of classKL

if β(s, t) is of class K for each fixed t ≥ 0 and β(s, t) decreases to
zero as t → 0 for each fixed s ≥ 0. Ln

∞
denotes the set of all the

measurable and locally essentially bounded signal x ∈ Rn on R+

with norm ∥x∥ := supt≥t0 inf{A⊂Ω,P{A}=0} sup{|x(t, w)||w ∈ Ω \

A}. In addition, the symbols tr[·] and diag{·} denote trace operator
and block diagonal matrix operator, respectively. The superscript
‘‘T ’’ denotes the transpose, and the symmetric term in a matrix is
denoted by ∗. A > 0 (A ≥ 0) means that the matrix A is positive
definite (positive semidefinite). For simplicity, denoteα1◦α2(s) :=

α1(α2(s)) for all α1, α2 : R → R and s ≥ 0.
2. Problem formulation

Consider the switched stochastic nonlinear control system of
the form

dx(t) = fσ(t)(t, x, u, v)dt + gσ(t)(t, x, u, v)dw(t) (1)

for the continuous-time domain or

x(l + 1) = fσ(l)(l, x, u, v) + gσ(l)(l, x, u, v)w(l) (2)

for the discrete-time domain, where x ∈ Rnx is the system state
initializing at x(t0) = x0 and t0 ≥ 0, u ∈ Rnu is the control
input which is assumed to be measurable and locally bounded,
and v ∈ Lnv

∞
is the exogenous disturbance. A piecewise constant

and right continuous function σ : R+
→ M is a switching

signal specifying the index of the active subsystem, where M =

{1, . . . ,M} is an index set. For the continuous-time version (1),
w(t) is an nw-dimensional independent standard Wiener process
(or Brownian motion) defined on a complete probability space
(Ω, F , {Ft}t≥t0 ,P); for the discrete-time version (2), w(l) is a
scalar Gaussian white noise with E[w(l)] = 0 and E[w2(l)] = θ .
For each i ∈ M, both fi : [t0, ∞)×Rnx ×Rnu ×Lnv

∞
→ Rnx and gi :

[t0, ∞)×Rnx×Rnu×Lnv
∞

→ Rnx×nw are continuouswith respect to
t, x, u and v, anduniformly locally Lipschitzwith respect to x and v;
fi(·, 0, 0, 0) ≡ 0 and gi(·, 0, 0, 0) ≡ 0. For simplicity of notation,
the solution process of the switched stochastic system (1) or (2)
is assumed to be existent and unique for all the time; see [9,19].
Otherwise, the solution process is only defined on certain finite
interval [t0, tmax) and tmax > t0. However, all the subsequent
results are still valid for this case.

Definition 1 ([8]). For a switching signal σ and any t2 > t1 ≥ t0,
letNσ (t2, t1)be the switching number ofσ over the interval [t1, t2).
If there exist constants N0 ≥ 1 and τa > 0 such that

Nσ (t2, t1) ≤ N0 +
t2 − t1

τa
, (3)

then N0 and τa are called the chatter bound and the average dwell
time, respectively.

In the following, the stability definitions are introduced for the
continuous-time system (1). For the discrete-time version (2), the
stability definitions are obtained similarly.

Definition 2 ([12]). The switched stochastic nonlinear system (1)
is stochastically input-to-state stable (SISS), if for any ε > 0, there
exist β ∈ KL and γ ∈ K∞ such that for all x0 ∈ Rnx , u ∈ Rnu and
v ∈ Lnv

∞
,

P{|x(t)| ≤ β(|x(t0)|, t − t0) + γ (∥v∥)} ≥ 1 − ε, t ≥ t0. (4)

If the inequality (4) holds for v ≡ 0, then the system (1)with v ≡ 0
is stochastically globally asymptotically stable (SGAS).

To stabilize the switched stochastic nonlinear system (1) and
(2), the candidate mode-dependent controllers are designed as
u(t) = κσ(t)(x(t)) for the continuous-time version (1) or u(l) =

κσ(l)(x(l)) for the discrete-time version (2). In the literature, there is
a common assumption for the candidate controllers: the switching
of the candidate controllers is coincident with the switching of the
system modes. In practice, this assumption is hard to be satisfied,
whereas the asynchronous switching exists extensively in the
physical systems [22–25]. However, the asynchronous switching
deteriorates the stability and the performances of the switched
stochastic control systems.

Therefore, the objectives of this paper are to establish
the sufficient conditions to guarantee stochastic input-to-state
stability of switched stochastic systems and to design the mode-
dependent controllers under asynchronous switching. Based on
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the different reasons of the asynchronous switching, two cases are
studied in this paper. The first case is the time-delayed switching
case, which is induced by the identification of the system modes,
the implementation of the matched controller, the time delays
of the switched controllers to the system modes and so forth. In
the time-delayed switching case, the candidate controllers become
u(t) = κσ(t−d)(x(t)) for the continuous-time context and u(l) =

κσ(l−d)(x(l)) for the discrete-time context. The time delay d is
smaller than the corresponding switching interval. That is, if the
ith subsystem is active in [tk, tk+1), k ∈ N+, then the delay is
dk < tk+1 − tk and the ith controller is activated in [tk + dk, tk+1).
The second case is themismatched switching case, which is caused
by the disturbances, the possible faults, some requirements of the
switching law, etc. In the mismatched switching case, there is no
delay in [tk, tk+1) but the active controller does not match the
active subsystem. That is, if the ith subsystem is activated at tk, then
it is not ith controller but jth controller that is activated at tk, where
i, j ∈ M and i ≠ j.

To analyze the stability properties of the switched stochastic
nonlinear systems (1) under the above two cases, the following
differential operator is defined.

Definition 3 ([28]). Given anyC1,2 functions Vi : R+
×Rnx → R+,

i ∈ {1, 2, . . . ,M}, the differential operator L , which is associated
with the continuous-time stochastic differential equation (1), is
defined as

L Vi(t, x) :=
∂Vi(t, x)

∂t
+

∂Vi(t, x)
∂x

fi(t, x, u, v)

+
1
2
tr


gT
i (t, x, u, v)

∂2Vi(t, x)
∂x2

gi(t, x, u, v)


. (5)

By Itô’s formula [29, Chapter IV. 3], the differential of the
function Vi(t, x) for the continuous-time system (1) is

dVi(t, x) = L Vi(t, x)dt +
∂Vi(t, x)

∂x
gi(t, x, u, v)dw(t).

Furthermore, it follows from the proof of Theorem 1 in [12] that

dE[Vi(t, x)] = E[L Vi(t, x)]dt.

For the discrete-time version (2), instead of the differential of
Vi(t, x), the difference of Vi(l, x), that is, 1Vi(l, x) := Vi(l +

1, xl+1) − Vi(l, x), will be used.

3. Stability analysis of switched stochastic nonlinear systems

In this section, based on the multiple Lyapunov-like function
and the average dwell time, sufficient conditions are established
for SISS of the switched stochastic nonlinear systems (1) and (2)
with asynchronous switching. Both the time-delayed switching
case and the mismatched switching case are considered.

3.1. Time-delayed switching case

First, some notations are introduced. If the kth subsystem
is activated, then tk and tk+1 represent the starting time and
the ending time, respectively. Because of the time delays, the
corresponding Lyapunov function may be not decreasing in
[tk, tk+1), k ∈ N+. Thus, T↓(tk, tk+1) and T↑(tk, tk+1) denote
separately the unions of dispersed intervals in [tk, tk+1) where
the Lyapunov function is decreasing and increasing. That is,
[tk, tk+1) = T↓(tk, tk+1)∪ T↑(tk, tk+1). Moreover, T↓(tk+1 − tk) and
T↑(tk+1 − tk) stand for the lengths of T↓(tk, tk+1) and T↑(tk, tk+1),
respectively.

Based on the aforementioned notations, we are ready to
establish the stability conditions for switched stochastic nonlinear
systems with time-delayed switching.
Theorem 1. Consider the continuous-time switched stochastic non-
linear system (1), if there exist C1,2 Lyapunov functions Vi : R+

×

Rnx → R+, functions α1i, α2i, ρi ∈ K∞ and constants ϕ, η > 0,
µ ≥ 1 such that for all i ∈ M, x ∈ Rnx , u ∈ Rnu and v ∈ Lnv

∞
,

α1i(|x|) ≤ Vi(t, x) ≤ α2i(|x|), (6)

|x| ≥ ρi(∥v∥) ⇒ L Vi(t, x) ≤


−ϕVi(t, x), t ∈ T↓(tk, tk+1),
ηVi(t, x), t ∈ T↑(tk, tk+1),

(7)

E[Vσ(tk)(tk, x(tk))] ≤ µE[Vσ(tk−1)(tk, x(tk))], (8)

τa >
(ϕ + η)Tm + lnµ

ϕ
, (9)

where Tm := max{T↑(tk+1 − tk)|k ∈ N+
}, then the system (1) is SISS.

Proof. Define α1(s) := mini∈M α1i(s), α2(s) := maxi∈M α2i(s) and
ρ(s) := maxi∈M ρi(s). Thus, (6) and (7) are rewritten as

α1(|x|) ≤ Vi(t, x) ≤ α2(|x|),

|x| ≥ ρ(∥v∥) ⇒ L Vi(t, x) ≤


−ϕVi(t, x), t ∈ T↓(tk, tk+1),
ηVi(t, x), t ∈ T↑(tk, tk+1).

Define the set B := {x ∈ Rnx ||x| ≤ ρ(∥v∥)} and t̄ := inf{t ≥

t0|x(t) ∈ B}. Therefore, the following two cases are considered.
Case 1: x(t0) ∉ B. For all t ∈ [t0, t̄] ∩ [tk, tk+1), integrating (7)

leads to the fact that

E[Vσ(t)(t, x(t))] ≤ e−ϕT↓(tk,t)+ηT↑(tk,t)E[Vσ(tk)(tk, x(tk))]

= e−ϕ(t−tk)e(ϕ+η)T↑(tk,t)E[Vσ(tk)(tk, x(tk))].

Because of (8) and the definition of Tm, it follows that

E[Vσ(tk+1)(tk+1, x(tk+1))]

≤ e−ϕ(tk+1−tk)e(ϕ+η)T↑(tk,tk+1)µE[Vσ(tk)(tk, x(tk))]

≤ e−ϕ(tk+1−tk)e(ϕ+η)TmµE[Vσ(tk)(tk, x(tk))]. (10)

Iterating (10) implies that

E[Vσ(t)(t, x(t))] ≤ e−ϕ(t−t0)e(ϕ+η)TmNσ (t,t0)

× µNσ (t,t0)Vσ(t0)(t0, x(t0)). (11)

Combining (11) with the definition of Nσ (t, t0), it holds that

E[Vσ(t)(t, x(t))] ≤ e−[ϕ−(ϕ+η)Tm/τa−lnµ/τa](t−t0)

× eN0[(ϕ+η)Tm+lnµ]Vσ(t0)(t0, x(t0)),

t ∈ [t0, t̄).

That is, one has

E[Vσ(t)(t, x(t))] ≤ β1(Vσ(t0)(t0, x(t0)), t − t0), t ∈ [t0, t̄), (12)

where β1(r, s) := eN0[(ϕ+η)Tm+lnµ]e−[ϕ−(ϕ+η)Tm/τa−lnµ/τa]sr , which
is a class KL function since (9) holds.

Define β2(r, s) := β1(r, s)/ε1 for arbitrarily small ε1 ∈ (0, 1).
Applying Markov’s inequality [29, Chapter II, 18.1] to (12), it
obtains that

P{Vσ(t)(t, x(t)) ≥ β2(Vσ(t0)(t0, x(t0)), t − t0)}

≤
E[Vσ(t)(t, x(t))]

β2(Vσ(t0)(t0, x(t0)), t − t0)
< ε1.

Denote β3(r, s) := α−1
1 ◦ β2(α2(r), s), it follows that

P{|x(t)| < β3(|x(t0)|, t − t0)} ≥ 1 − ε1, t ∈ [t0, t̄). (13)

Let t̂ := inf{t > t̄|x(t) ∉ B}. If t̂ does not exist, define t̂ := ∞.
For all t ∈ [t̄, t̂), |x| ≤ ρ(∥v∥), which implies that

E[Vσ(t)(t, x(t))] ≤ α2 ◦ ρ(∥v∥), t ∈ (t̄, t̂). (14)
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Applying Markov’s inequality [29, Chapter, 18.1] to (14), for
arbitrarily small ε2 ∈ (0, 1), there exists a δ1(ε2) ∈ K∞ such that

P{Vσ(t)(t, x(t)) ≥ δ1 ◦ α2 ◦ ρ(∥v∥)} ≤
E[Vσ(t)(t, x(t))]
δ1 ◦ α2 ◦ ρ(∥v∥)

< ε2.

Define γ1(s) := α−1
1 ◦ δ1 ◦ α2 ◦ ρ(s), it holds that

P{|x(t)| < γ1(∥v∥)} ≥ 1 − ε2, t ∈ (t̄, t̂).

At the time instant t̂ , |x(t̂)| = ρ(∥v∥) holds for the continuity
of the system state. If t̂ < ∞, then define t̃ := inf{t > t̂|x(t) ∈ B}.
Similar to the trajectory from the initial time t0, for all t ∈ (t̂, t̃), it
holds that

E[Vσ(t)(t, x(t))] ≤ β1(Vσ(t̂)(t̂, x(t̂)), t − t̂)

≤ eN0[(ϕ+η)Tm+lnµ]

× e−[ϕ−(ϕ+η)Tm/τa−lnµ/τa](t̃−t̂)α2 ◦ ρ(∥v∥)

≤ eN0[(ϕ+η)Tm+lnµ]α2 ◦ ρ(∥v∥).

Repeating the above analysis, it follows that for arbitrarily small
ε2 ∈ (0, 1), there exists a δ2(ε2) ∈ K∞ such that

P{|x(t)| < γ2(∥v∥)} ≥ 1 − ε2, t ∈ (t̄, ∞), (15)

where γ2(s) := max{α−1
1 ◦ δ2 ◦ eN0[(ϕ+η)Tm+lnµ]α2 ◦ρ(s), α−1

1 ◦ δ1 ◦

α2 ◦ ρ(s)}.
Combining (13) and (15), we arrive at

P{|x(t)| < β̄(|x(t0)|, t − t0) + γ̄ (∥v∥)} ≥ 1 − ε, (16)

where β̄(r, s) := β3(r, s), γ̄ (r) := γ2(r) and ε := min{ε1, ε2}.
Case 2: x(t0) ∈ B\{0}. In this case, t̄ = t0. Following the similar

proof of Case 1, it holds that

P{|x(t)| < β̄(|x(t0)|, t − t0) + γ̄ (∥v∥)} ≥ P{|x(t)| < γ̄ (∥v∥)}

≥ 1 − ε2.

Especially, when t = t0,

P{|x(t)| < β̄(|x(t0)|, 0) + γ̄ (∥v∥)} = 1.

Therefore, based on the aforementioned analysis of two cases,
the switched stochastic nonlinear system (1) is SISS. �

Remark 1. In Theorem 1, the condition (7) is equivalent to

L Vi(t, x) ≤


−ϕVi(t, x) + ρ̂i(∥v∥), t ∈ T↓(tk, tk+1),
ηVi(t, x) + ρ̂i(∥v∥), t ∈ T↑(tk, tk+1),

where ρ̂i(s) := α2i ◦ ρi(s); see [30,31]. This equivalent
relationship will be used in Section 4. On the other hand, if there
is no disturbance, SGAS of the switched stochastic system (1) is
established along the same fashion.

Remark 2. Theorem1 recovers the stability results for determinis-
tic switched systems [21] and synchronous switched systems [12]
as special cases. If the considered system is deterministic and has
no disturbances, then Theorem 1 is reduced to be Lemma 3 in [21].
If the switching is synchronous and there is no disturbance, then
Theorem 1 is similar to Theorem 5 in [12].

Remark 3. In this paper, the switching signal σ is deterministic.
If {σ(t), t ≥ 0} is a right-continuous Markov process on the
probability space taking values in M (see [6,24]), similar result
is also obtained. In this case, the generator of {σ(t), t ≥ 0} is
Π = (πij), i, j ∈ M, given by

P{σ(t + 1t) = j|σ(t) = i} =


πij1t + o(1t), i ≠ j,
1 + πii1t + o(1t), i = j,
where1t is a small time increment and lim1t→0+(o(1t)/1t) = 0,
πij ≥ 0 is the transition rate from i to j if i ≠ j and πii = −


j≠i πij.

The differential operator L is redefined as

L Vi(t, x) :=
∂Vi(t, x)

∂t
+

∂Vi(t, x)
∂x

fi(t, x, u, v) +

M
j=1

πijVj(t, x)

+
1
2
tr


gT
i (t, x, u, v)

∂2Vi(t, x)
∂x2

gi(t, x, u, v)


.

Therefore, Theorem 1 can be extended to the case of switched
stochastic systems with asynchronous Markovian switching.

For the discrete-time version (2), the counterpart theorem is
presented as follows. Its proof is similar to the proof of Theorem 1,
hence omitted here. Likewise, if the switching signal is a Markov
chain, the following theorem can also be extended to the case
of discrete-time switched stochastic systems with asynchronous
Markovian switching.

Theorem 2. Consider the discrete-time switched stochastic nonlinear
system (2), if there exist Lyapunov functions Vi : N+

× Rnx → R+,
functions α1i, α2i, ρi ∈ K∞ and constants ϕ ∈ (0, 1), η > −1,
µ ≥ 1 such that for all i ∈ M, x ∈ Rnx , u ∈ Rnu and v ∈ Lnv

∞
,

α1i(|xl|) ≤ Vi(l, xl) ≤ α2i(|xl|), (17)

|xl| ≥ ρi(∥v∥) ⇒ E[1Vi(l, xl)] ≤


−ϕVi(l, xl), l ∈ T↓(lk, lk+1),
ηVi(l, xl), l ∈ T↑(lk, lk+1),

(18)

E[Vσ(lk)(lk, xlk)] ≤ µE[Vσ(lk−1)(lk, xlk)], (19)

τa >
Tm[ln η̄ − ln ϕ̄] + lnµ

− ln ϕ̄
, (20)

where Tm := max{T↑(lk+1− lk)|k ∈ N+
}, η̄ := 1+η and ϕ̄ := 1−ϕ,

then the system (2) is SISS.

3.2. Mismatched switching case

In this subsection, the mismatched switching case is studied.
For the mismatched switching case, sufficient conditions are
derived to guarantee the stochastic stability of the whole system.

First, the index set M is divided into two parts: the coincident
switchingpartMs (i.e., the set of the switching times atwhich there
are no mismatched switches between the candidate controllers
and the system modes) and the mismatched switching part Mu
(i.e., the set of the switching times at which mismatched switches
occur). It follows that M = Ms ∪ Mu and Ms ∩ Ms = ∅. Given any
interval [τ1, τ2), τ2 ≥ τ1 ≥ t0, Is(τ2, τ1) and Iu(τ2, τ1) denote the
total activation time of the subsystems inMs andMu, respectively.
That is, τ2 − τ1 = Is(τ2, τ1) + Iu(τ2, τ1).

Theorem 3. Consider the continuous-time switched stochastic non-
linear system (1), if there exist C1,2 Lyapunov functions Vi : R+

×

Rnx → R+, functions α1i, α2i, ρi ∈ K∞ and constants ϕ, η, λ, I0 >
0 and µ ≥ 1 such that for all i, j ∈ M, x ∈ Rnx , u ∈ Rnu and
v ∈ Lnv

∞
, (6) holds and

|x| ≥ ρi(∥v∥) ⇒ L Vi(t, x) ≤


−ϕVi(t, x), i ∈ Ms,
ηVi(t, x), i ∈ Mu,

(21)

E[Vi(t, x(t))] ≤ µE[Vj(t, x(t))], (22)

τa >
lnµ

(1 − λ)ϕ − λη
, λ <

ϕ

ϕ + η
, (23)

Iu(τ2, τ1) ≤ I0 + λ(τ2 − τ1), (24)

then the system (1) is SISS.



188 W. Ren, J. Xiong / Systems & Control Letters 97 (2016) 184–192
Proof. Define α1(s) := mini∈M α1i(s), α2(s) := maxi∈M α2i(s),
ρ(s) := maxi∈M ρi(s) and W (t) := eϕtVσ(t)(t, x(t)). If |x(t)| ≥

ρ(∥v∥) holds in [t1, t2], where t2 > t1 ≥ t0, then for all t ∈

[t1, t2] ∩ [tk, tk+1), it holds from (21) that

LW (t) ≤ 0, ik ∈ Ms,

LW (t) ≤ (ϕ + η)W (t), ik ∈ Mu,

which implies that for ik ∈ Ms,

E[W (tk+1)] ≤ µE[W (t−k+1)] ≤ µE[W (tk)], (25)

and for ik ∈ Mu,

E[W (tk+1)] ≤ µE[W (t−k+1)] ≤ µe(ϕ+η)(tk+1−tk)E[W (tk)]. (26)

Thus, for any t ∈ [t1, t2], iterating (25) and (26) gives that

E[W (t)] ≤ µNσ (t,t1)e(ϕ+η)Iu(t,t1)E[W (t1)],

which can be rewritten as

E[Vσ(t)(t, x(t))]

≤ e−ϕ(t−t1)µNσ (t,t1)e(ϕ+η)Iu(t,t1)E[Vσ(t1)(t
1, x(t1))]

≤ e[lnµ/τa+(ϕ+η)λ−ϕ](t−t1)eN0 lnµ+(ϕ+η)I0E[Vσ(t1)(t
1, x(t1))].

Denote ϖ := lnµ/τa + (ϕ + η)λ − ϕ. It implies from (23) that
ϖ < 0 and

E[Vσ(t)(t, x(t))] ≤ eN0 lnµ+(ϕ+η)I0eϖ(t−t1)
E[Vσ(t1)(t

1, x(t1))].

Therefore, if |x(t0)| ≥ ρ(∥v∥), then for all t ∈ [t0, t̄], where t̄ is
defined in the proof of Theorem 1, it follows that

E[Vσ(t)(t, x(t))] ≤ β4(Vσ(t0)(t0, x(t0)), t − t0),

where β4(r, s) := eN0 lnµ+(ϕ+η)I0eϖ sr ∈ KL.
Similar to the proof of Theorem 1, it obtains from Markov’s

inequality that

P{|x(t)| < β5(|x(t0)|, t − t0)} ≥ 1 − ε1, t ∈ [t0, t̄), (27)

where β5(r, s) := α−1
1 ◦ β4(α2(r), s).

When t > t̄ , define t̂ := inf{t > t̄||x| > ρ(∥v∥)}, if not exists,
t̂ := ∞. Thus, for all t ∈ [t̄, t̂], |x(t)| ≤ ρ(∥v∥), which implies that

E[Vσ(t)(t, x(t))] ≤ α2 ◦ ρ(∥v∥).

According to the continuity of the trajectory of the system state,
we have that |x(t̂)| = ρ(∥v∥). For all t > t̂ , if |x(t)| > ρ(∥v∥),
define t̃ := sup{τ < t, ||x(τ )| ≤ ρ(∥v∥)}. For all t ∈ [t̂, t̃), we
have

E[Vσ(t)(t, x(t))] ≤ β4(Vσ(t̂)(t̂, x(t̂)), t − t̂)

≤ eN0 lnµ+(ϕ+η)I0α2 ◦ ρ(∥v∥).

Thus, the above analysis gives that

E[Vσ(t)(t, x(t))] ≤ γ1(∥v∥), t > t̄, (28)

where γ1(s) := max{1, eN0 lnµ+(ϕ+η)I0}α2 ◦ ρ(s). Applying
Markov’s inequality to (28), for arbitrarily small ε3 ∈ (0, 1), there
exists a function δ3(ε3) ∈ K∞ such that

P{|x(t)| < γ2(∥v∥)} ≥ 1 − ε3, t > t̄,

where γ2(s) := α−1
1 ◦ δ3 ◦ γ1(s).

Combining all above analyses in [t0, t̄) and [t̄, ∞) implies that

P{|x(t)| < β5(|x(t0)|, t − t0) + γ2(∥v∥)} ≥ 1 − ε,

where ε := min{ε1, ε3}. Similar to the proof of Theorem 1, the
above inequality still holds even if |x(t0)| < ρ(∥v∥). Therefore, the
proof is completed. �
Remark 4. In Theorem 3, mismatched switching leads to instabil-
ity of the corresponding subsystem in the switching interval,which
is similar to the case that not all the subsystems are stable in [19].
From this perspective, Theorem3 can be thought of as an extension
and reinterpretation of Theorem 2 in [19]. More generally, when
the ith subsystem and the corresponding jth controller are active,
if the Lyapunov function is increasing and decreasing in different
and dispersed intervals of [tk, tk+1), then the stability analysis is a
combination of the strategies of Theorems 1 and 3.

For the discrete-time system (2) with mismatched switching,
the counterpart result is presented as follows. Its proof is similar
to the proof of Theorem 3, hence omitted here.

Theorem 4. Consider the discrete-time switched stochastic nonlinear
system (2), if there exist Lyapunov functions Vi : N+

× Rnx → R+,
functions α1i, α2i, ρi ∈ K∞ and constants ϕ ∈ (0, 1), η > −1,
λ, I0 ≥ 0 and µ ≥ 1 such that for all i, j ∈ M, x ∈ Rnx , u ∈ Rnu and
v ∈ Lnv

∞
, (17) holds and

|xk| ≥ ρi(∥v∥) ⇒ E[1Vi(l, x)] ≤


−ϕVi(l, x), i ∈ Ms,
ηVi(l, x), i ∈ Mu,

E[Vi(l, xl)] ≤ µE[Vj(l, xl)],

τa >
lnµ

1 − (1 − λ)ϕ̄ − λη̄
, λ <

1 − ϕ̄

η̄ − ϕ̄
, (29)

Iu(τ2, τ1) ≤ I0 + λ(τ2 − τ1), (30)

where ϕ̄ = ln(1− ϕ) and η̄ = ln(1+ η), then the system (2) is SISS.

4. Stabilization of switched stochastic linear systems

In this section, the stabilization problem for switched stochastic
linear systems is considered. Sufficient conditions are established
for the existence of the stabilizing switched controllers for
switched stochastic linear systems.

Consider the switched stochastic linear system of the form

dx(t) = [Aσ(t)x(t) + Bσ(t)u(t) + Cσ(t)v(t)]dt
+ [Dσ(t)x(t) + Eσ(t)u(t) + Fσ(t)v(t)]dw(t) (31)

for the continuous-time domain, where w(t) is a one-dimensional
Brownian motion defined on a complete probability space
(Ω, F , {Ft}t≥t0 ,P) and satisfies E[dw(t)] = 0 and E[dw2(t)] =

dt; and

x(l + 1) = Aσ(l)x(l) + Bσ(t)u(l) + Cσ(l)v(l)
+ [Dσ(l)x(l) + Eσ(l)u(l) + Fσ(l)v(l)]w(l) (32)

for the discrete-time domain,wherew(l) is a scalar Gaussianwhite
noise with E[w(l)] = 0 and E[w2(l)] = θ . The controller is
u(t) = Kσ(t−d)x(t) for the continuous-time version (31) and u(l) =

Kσ(l−d)x(l) for the discrete-time version (32), respectively.
We are now in a position to state the following theorem

concerning the stabilizing switched controllers for the switched
stochastic linear systems in the time-delayed switching case.

Theorem 5. Consider the continuous-time switched stochastic linear
system (31), and the constants ϕ, η > 0 and µ > 1 are given.
If there exist matrices Xi = XT

i > 0, Xj = XT
j > 0, Yi, Yj with

appropriate dimensions and constants λi > 0, i ∈ M, such that for
all (i, j) ∈ M × M, i ≠ j,G(Xi, Yi) + ϕXi XiDT

i + Y T
i E

T
i Ci

∗ −Xi Fi
∗ ∗ −λiI

 ≤ 0, (33)

G(Xj, Yj) − ηXj XjDT
i + Y T

j E
T
i Ci

∗ −Xj Fi
∗ ∗ −λiI

 ≤ 0, (34)

Xj − µXi ≤ 0, (35)
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where G(X, Y ) := AiX + BiY + XTAT
i + Y TBT

i , then there exist
stabilizing switched controllers with the time delay Tmax such that
the system (31) is SISS for the switching signal satisfying the ADT
condition (9), and the controller gain is Ki = YiX−1

i .

Proof. If the ith subsystem is activated in [tk, tk+1), then the jth
controller u(t) = Kjx(t) is active in [tk, tk + Tmax), and the ith
controller u(t) = Kix(t) is active in [tk + Tmax, tk+1). Thus, in the
interval [tk, tk+1), the closed-loop system is divided into two parts:
for t ∈ [tk, tk + Tmax),

dx(t) = [Âix(t) + Civ(t)]dt + [D̂ix(t) + Fiv(t)]dw(t);

for t ∈ [tk + Tmax, tk+1),

dx(t) = [Āix(t) + Civ(t)]dt + [D̄ix(t) + Fiv(t)]dw(t),

where Âi := Ai + BiKj, D̂i := Di + EiKj, Āi := Ai + BiKi and
D̄i := Di + EiKi.

Choose ρi(∥v∥) := λiv
Tv and the Lyapunov function Vi(x) :=

xTPix for all σ(t − d) = i ∈ M, where λi > 0 and P−1
i = Xi in

(33)–(35). Thus, it follows from Theorem 1 and Remark 1 that, if
for all (i, j) ∈ M × M and i ≠ j,

α1(|x|) ≤ Vi(x) ≤ α2(|x|), (36)

L Vi(t, x(t)) + ϕVi(t, x(t)) − λiv
Tv ≤ 0, (37)

L Vi(t, x(t)) − ηVi(t, x(t)) − λiv
Tv ≤ 0, (38)

Vi(tk, x(tk)) − µVj(tk, x(tk)) ≤ 0, (39)

then the system (31) is SISS for the switching signal with the ADT
condition (9). Define α1(s) := λmin(Pi)s2 and α2(s) := λmax(Pi)s2,
where λmin(Pi) and λmax(Pi) are respectively the smallest and the
largest eigenvalue of the matrix Pi, then (36) holds. For all t ∈

[tk + Tmax, tk+1), we have

L Vi(x) + ϕVi(x) − λiv
Tv

= xT

ĀT
i Pi + PiĀi + ϕPi + D̄T

i PiD̄i

x

+ 2xT

PiCi + D̄T

i PiFi

v + vT 

F T
i PiFi − λiI


v ≤ 0,

which is equivalent to

xT vT  Φ1


xT vT T

≤ 0, where

Φ1 :=


ĀT
i Pi + PiĀi + ϕPi + D̄T

i PiD̄i PiCi + D̄T
i PiFi

∗ F T
i PiFi − λiI


.

Applying Schur complement lemma to Φ1 ≤ 0 gives thatĀT
i Pi + PiĀi + ϕPi D̄T

i Pi PiCi
∗ −Pi PiFi
∗ ∗ −λiI

 ≤ 0. (40)

Pre- and post-multiplying the left-hand side of (40) by diag{P−1
i ,

P−1
i , I}, respectively, yields thatP−1

i ĀT
i + ĀiP−1

i + ϕP−1
i P−1

i D̄T
i Ci

∗ −P−1
i Fi

∗ ∗ −λiI

 ≤ 0. (41)

Define Xi := P−1
i and Yi := KiP−1

i . Thus, (33) implies (37). Similarly,
for all t ∈ [tk, tk + Tmax), (38) is rewritten as

L Vj(x) − ηVj(x) − λiv
Tv

= xT

ÂT
i Pj + PjÂi − ηPj + D̂T

i PjD̂i


x

+ 2xT

PjCi + D̂T

i PjFi


v + vT 
F T
i PjFi − λiI


v ≤ 0.

Along the same fashion as the case that t ∈ [tk + Tmax, tk+1), it
obtains that (38) holds because of (34).
Furthermore, Vi(tk, x(tk)) ≤ µVj(tk, x(tk)) is equivalent to Pi −
µPj ≤ 0. Based on Schur complement lemma, Pi − µPj ≤ 0 holds
if and only if
−µPj I

I −P−1
i


≤ 0.

Pre- and post-multiplying the left-hand side of the above
inequality by diag{P−1

j , I}, it follows that
−µXj Xj

XT
j −Xi


≤ 0.

Using Schur complement lemma again and the fact that −Xi < 0,
it follows that −Xi + µ−1Xj ≤ 0. That is, if (35) holds, then
Pi − µPj ≤ 0. Moreover, if there is a feasible solution satisfying
the linear matrix inequalities (LMIs) (33)–(35), then the controller
gain is Ki = YiX−1

i . Therefore, the proof is completed. �

Theorem 6. Consider the discrete-time switched stochastic linear
system (32), and the constants ϕ ∈ (0, 1), η > −1 and µ > 1
are given. If there exist matrices Xi = XT

i > 0, Xj = XT
j > 0, Yi, Yj

with appropriate dimensions and constants λ > 0, i ∈ M, such that
for all (i, j) ∈ M × M, i ≠ j,−Xi 0 AiXi + BiYi Ci

∗ −θ−1Xi DiXi + EiYi Fi
∗ ∗ (ϕ − 1)Xi 0
∗ ∗ ∗ −λiI

 ≤ 0, (42)

−Xj 0 AiXj + BiYj Ci

∗ −θ−1Xj DiXj + EiYj Fi
∗ ∗ −(1 + η)Xj 0
∗ ∗ ∗ −λiI

 ≤ 0, (43)

Xj − µXi ≤ 0, (44)

then there exist stabilizing switched controllers with the time delay
Tmax such that the system (32) is SISS for the switching signal
satisfying the ADT condition (20), and the controller gain is Ki =

YiX−1
i .

Proof. Similar to the proof of Theorem 5, suppose the ith
subsystem is activated in [lk, lk+1), the jth controller u(l) = Kjx(l) is
active in [lk, lk + Tmax), and the ith controller u(l) = Kix(l) is active
in [lk + Tmax, lk+1). Thus, in the interval [lk, lk+1), the closed-loop
system has two parts: for l ∈ [lk, lk + Tmax),

x(l + 1) = Âix(l) + Civ(l) + [D̂ix(t) + Fiv(t)]w(l);

for l ∈ [lk + Tmax, lk+1),

x(l + 1) = Āix(l) + Civ(l) + [D̄ix(l) + Fiv(l)]w(l).

Define Vi(x) := xTPix for all σ(l − d) = i ∈ M, where P−1
i = Xi

in (42)–(44). It follows that λmin(Pi)xT x ≤ Vi(x) ≤ λmax(Pi)xT x.
Based on Theorem 2, if for all (i, j) ∈ M × M and i ≠ j,

E[1Vi(l, x(l))] + ϕVi(l, x(l)) − λiv
Tv ≤ 0, (45)

E[1Vi(l, x(l))] − ηVi(l, x(l)) − λiv
Tv ≤ 0, (46)

Vi(lk, x(lk)) − µVj(lk, x(lk)) ≤ 0, (47)

then the system (33) is SISS for the switching signal with the ADT
condition (20). Thus, for l ∈ [lk + Tmax, lk+1), one has

E[1Vi(x(l))] + ϕVi(l, x(l)) − λiv
Tv

= E[Vi(x(lk+1)) − Vi(x(lk))] + ϕVi(l, x(l)) − λiv
Tv

= E


Āix + Civ + (D̄ix + Fiv)w

T
Pi


Āix + Civ

+ (D̄ix + Fiv)w

− xTPix


+ ϕVi(l, x(l)) − λiv

Tv
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=

Āix + Civ

T
Pi


Āix + Civ


+ θ


D̄ix + Fiv

T
Pi

×

D̄ix + Fiv


− xTPix + ϕVi(l, x(l)) − λiv

Tv ≤ 0.

which implies that (45) is equivalent to

xT vT  Φ2


xT vT T

≤ 0, where Φ2 is
ĀT
i PiĀi + (ϕ − 1)Pi + θ D̄T

i PiD̄i ĀT
i PiCi + θ D̄T

i PiFi
∗ CT

i PiCi + θF T
i PiFi − λiI


.

Using Schur complement lemma twice to Φ2 ≤ 0 gives that−Pi 0 PiĀi PiCi

∗ −θ−1Pi PiD̄i PiFi
∗ ∗ (ϕ − 1)Pi 0
∗ ∗ ∗ −λiI

 ≤ 0. (48)

Pre- and post-multiplying the left-hand side of (48) by
diag{P−1

i , P−1
i , P−1

i , I} and define Xi := P−1
i and Yi := KiP−1

i ,
it obtains that (45) is achieved from (42). Analogously, for the
interval l ∈ [lk, lk + Tmax), (46) is rewritten to be

E[1Vj(x)] − ηVj(l, x(l)) − λiv
Tv

= E[Vj(x(lk+1)) − Vj(x(lk))] − ηVj(l, x(l)) − λiv
Tv

=


Âix + Civ

T
Pj


Âix + Civ


+ θ


D̂ix + Fiv

T
Pj

×


D̂ix + Fiv


− xTPjx − ηVj(l, x(l)) − λiv

Tv ≤ 0.

Similar to the case that l ∈ [lk + Tmax, lk+1), if (43) holds, then
(46) is established. Moreover, along the same fashion as the proof
of Theorem 5, (44) implies (47). By solving the LMIs (42)–(44), we
have that the controller gain is Ki = YiX−1

i . Therefore, the proof is
completed. �

Remark 5. In Theorems 5 and 6, all the time delays are the
same and set to be Tmax, which facilitates the stability analysis
and simplifies the practical application of the obtained results.
However, the setting of the time delays is not a constraint for
our results. The time delay dk can be artificially enlarged to the
bound by implementing a buffer between the system and the
controller [32]. If the time delays are arbitrary but bounded, and
the increasing interval T↑(tk, tk+1) and the decreasing interval
T↓(tk, tk+1) aremultiple for the Lyapunov function in the switching
interval (tk, tk+1), then the similar results can also be obtained, but
more complicated.

Remark 6. Theorems 5 and 6 recover Theorem 1 in [21] and
Theorem 2 in [27] as special cases. In the proofs of Theorems 5
and 6, the interval [tk, tk+1) is the analysis unit, and the multiple
Lyapunov-like functions are coincident with the switching of
the candidate controllers. If the interval [tk−1 + Tmax, tk +

Tmax) is considered as the analysis unit, the similar result can
be obtained. On the other hand, if the multiple Lyapunov-like
functions are coincident with the switching of the system modes,
the analogous results could also be derived. However, the derived
matrix inequalities may not be linear and hard to be solved.

For themismatched switching case, the existence conditions for
the stabilizing switched controllers are presented.

Theorem 7. Consider the continuous-time switched stochastic linear
system (31), and the constants ϕ, η > 0 and µ ≥ 1 are given.
Suppose the switching signal satisfies (23)–(24). If there exist matrices
Xi = XT

i > 0, Xj = XT
j > 0, Yi, Yj with appropriate dimensions and

constants λi > 0, i ∈ M, such that (33) holds for all i ∈ Ms, (34) for
all i ∈ Mu, (35) for all i, j ∈ M, then there exist switched controllers
such that the system (31) is SISS, and the controller gains are Ki =

YiX−1
i , where i ∈ M.
The Sketch of Proof. Assume that the ith subsystem is activated
in [tk, tk+1). If the ith controller u(t) = Kix(t) is active in [tk, tk+1),
then the controller and the subsystemmatch. Thus, the closed-loop
system is

dx(t) = [Āix(t) + Civ(t)]dt + [D̄ix(t) + Fiv(t)]dw(t).

If the jth controller u(t) = Kjx(t) is active in [tk, tk+1), then
the controller does not match the subsystem, and the closed-loop
system is

dx(t) = [Âix(t) + Civ(t)]dt + [D̂ix(t) + Fiv(t)]dw(t).

In the following, based on Theorem 3 and along the same
fashion as in the proof of Theorem 5, the sufficient conditions are
obtained and the stabilizing switched controllers could be derived
to guarantee that the closed-loop system is stable. �

Theorem 8. Consider the discrete-time switched stochastic linear
system (32), and the constants ϕ ∈ (0, 1), η > −1 and µ ≥ 1
are given. Suppose the switching signal satisfies (29)–(30). If there
exist matrices Xi = XT

i > 0, Xj = XT
j > 0, Yi, Yj with appropriate

dimensions and constants λ > 0, i ∈ M, such that (42) holds for
all i ∈ Ms, (43) for all i ∈ Mu, (44) for all i, j ∈ M, then there
exist switched controllers such that the system (32) is SISS, and the
controller gains are Ki = YiX−1

i , where i ∈ M.

Remark 7. In Theorems 7 and 8, the existence of the stabilizing
switched controllers requires the exact information of the
switching law or the switching times that belong to Ms and Mu.
However, the switching signal is not necessarily known a priori
or detected immediately in practice, which leads to the invalidity
of this assumption. Under the condition that the switching signal
is not fully known a priori (the average dwell time condition is
provided), how to construct the stabilizing switched controllers
needs to further study.

5. Illustrative example

In this section, a continuous-time numerical example is
presented to illustrate the validity of the obtained results.
Similarly, the discrete-time results are also verified and omitted
here.

Consider a continuous-time switched linear system consisting
of two subsystems

dx = (Aσ x + Bσu + Cσ v)dt + (Dσ x + Eσu + Fσ v)dw,

where σ ∈ {1, 2} and

A1 =


0.2 −0.5
0.5 −0.3


, A2 =


0.2 0.3
−1 0.4


,

B1 = E1 =


−0.4
1.8


,

B2 = E2 =


0.1
1.5


, C1 =


0.1
0.2


, C2 =


0.3
0.1


,

D1 =


0.2 0.1

−0.2 0.3


, D2 =


0.2 −0.1
0.2 0.3


,

F1 =


0.2
0


, F2 =


0
0.3


, v(t) = 0.4e−0.4t ,

and w is a scalar Gaussian white noise with zero-mean and
variance of 5. Each subsystem represents an operational mode. It is
obvious that above two subsystems are unstable. Given Tm = 0.5 s,
ϕ = 0.75, η = 1.5, µ = 1.02, λ1 = λ2 = 0.5, by solving the
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Fig. 1. Switching signals. The red solid line represents the system switching signal;
the blue dotted line denotes the controller switching signal. (For interpretation of
the references to color in this figure legend, the reader is referred to theweb version
of this article.)

Fig. 2. Under the time-delayed switching case, state responses of the closed-loop
system with d = 0.4, τa = 1.5264.

LMIs in Theorem 5, it obtains that τa > 1.5264 and the feasible
controllers with the following gains

K1 =

0.8550 −0.4772


, K2 =


−7.0069 −1.5627


.

For the time-delayed switching case, to verify the effectiveness
of the proposedmethod, the switching signals of the systemmodes
and the controllers are presented in Fig. 1. The switching intervals
of the system modes and the switched controller are 3 s, and
the time delay between switches of the system modes and the
switched controllers is 0.4 s < Tm. Under the above conditions,
the state response of the closed-loop system is presented in Fig. 2.
Observe that the designed switched controllers can guarantee the
stochastic stability of the switched stochastic systems with time-
delayed switching.

On the other hand, for the mismatched switching case, the
controller 1 is activated. Thus, the subsystem 1 is the matched
subsystem and that the subsystem 2 is themismatched subsystem.
Based on the average dwell time condition in Theorem 3, it obtains
that λ < 1

3 . Set λ = 0.3 and I0 = 0.1, then τa > 0.2640 and
Iu(0, t) ≤ 0.1 + 0.3t . Thus, the switching signal that satisfies
the average dwell time condition is given in Fig. 3, which is
Fig. 3. Switching signals. The red solid line represents the system switching signal;
the blue dotted line denotes the controller switching signal. (For interpretation of
the references to color in this figure legend, the reader is referred to theweb version
of this article.)

Fig. 4. Under the mismatched switching case, state responses of the closed-loop
system.

aperiodic. Furthermore, by solving the LMIs in Theorem 7, the
feasible controllers are established with the following gains

K1 =

0.8531 −0.4801


, K2 =


−1.6092 −1.1681


.

According to the designed switched controllers, the state response
of the closed-loop system is illustrated in Fig. 4, which suggests
that the closed-loop system is stochastically stable in the
mismatched switching case.

6. Conclusion

In this paper, stability and stabilization problems were consid-
ered for switched stochastic systems under asynchronous switch-
ing. Both the time-delayed switching case and the mismatched
switching case were studied. Using average dwell-time condi-
tion and Lyapunov approach, sufficient conditions were achieved
to guarantee the stochastic input-to-state stability of the whole
system. For switched stochastic linear systems, the stabilizing
switched controllers were designed for the time-delayed switch-
ing case and the mismatched switching case.
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Future research could be directed to controller/observer
design for switched stochastic nonlinear systems, and stability
analysis of impulsive stochastic nonlinear systems with delays,
interconnected switched stochastic nonlinear systems.
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