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linear matrix inequality algorithm is proposed to compute the filtering
matrices, which can be parameterized by a positive definite matrix in-
dependent of the Lyapunov matrix. The effectiveness of the derived
condition has been demonstrated by an illustrative example.
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A Negative Imaginary Lemma and the Stability of
Interconnections of Linear Negative Imaginary Systems

Junlin Xiong, Ian R. Petersen, and Alexander Lanzon

Abstract—The note is concerned with linear negative imaginary systems.
First, a previously established Negative Imaginary Lemma is shown to re-
main true even if the system transfer function matrix has poles on the imag-
inary axis. This result is achieved by suitably extending the definition of
negative imaginary transfer function matrices. Secondly, a necessary and
sufficient condition is established for the internal stability of the positive
feedback interconnections of negative imaginary systems. Meanwhile, some
properties of linear negative imaginary systems are developed. Finally, an
undamped flexible structure example is presented to illustrate the theory.

Index Terms—Linear systems, negative imaginary systems, positive real
systems, stability.

I. INTRODUCTION

Systems which dissipate energy often lead to positive real systems.
The study of positive real systems has achieved great successes both in
theory and in practice [1], [2]. The positive real property may be seen
as a generalization of the positive definite property of matrices to the
case of dynamic systems [2], where only the real part of the transfer
function matrix is considered. Positive real systems have many uses
in practice. For instance, they can be realized with electrical circuits
using only resistors, inductors and capacitors [1]. For mechanical pos-
itive real systems, velocity sensors and force actuators can be used to
implement a control system with a guarantee of closed-loop stability.

One major limitation of positive real systems is that their relative de-
gree must be zero or one [2]. This limits the application of positive real
theory. For example, a lightly damped flexible structure with a collo-
cated velocity sensor and force actuator can typically be modeled by a
sum of second-order transfer functions as G(s) = Y2 (¢7s/(s” +
2¢iw;s4+w?)), where w; is the mode frequency, ¢; > 0 is the damping
coefficient associated of the i-th mode, and ¢; is determined by the
boundary condition on the underlying partial differential equation. In
some cases (for example, when using piezoelectric sensors), the sensor
output is proportional to position rather than velocity. In this case, the
transfer function G(s) given above is the transfer function from the
actuator input to the derivative of the sensor output. In the case of
a lightly damped flexible structure with a collocated position sensor
and force actuator, the transfer function will be of the form G(s) =
S (W7 /(8* +2¢wis+w?)). Tt can be seen that in this case, the rel-
ative degree of the system is more than unity. Hence, the standard posi-
tive real theory will not be helpful in establishing closed-loop stability.
However, such a transfer function would satisfy the following negative
imaginary condition j[G(jw) — G*(jw)] > 0 for all w € (0,).
Such systems are called “systems with negative imaginary frequency
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response” in [3] or “negative imaginary systems” in this note. Com-
pared to positive real systems, negative imaginary systems must have
a relative degree between zero and two. Note also that systems with
relative degree two can have the finite frequency positive real property
[4], but no corresponding stability result is available in [4].

The negative imaginary property of negative imaginary systems may
be seen as a generalization to the case of dynamic systems, of the neg-
ative definite property of matrices, where the imaginary part of the
system transfer function matrix is considered. A complete state-space
characterization of linear negative imaginary systems has been estab-
lished in [3]. A necessary and sufficient condition has also been derived
to guarantee the internal stability of a positive feedback interconnection
of linear time-invariant MIMO negative imaginary systems.

However, all the results in [3] were built upon the requirement that
the systems under consideration are asymptotically stable (that is, the
poles of the systems lie in the open left half plane). Inspired by the
Positive Real Lemma (see, e.g., [2, Theor. 3.1] or [5, Theor. 3]), which
holds for dynamic systems that are Lyapunov stable (that is, the poles
of the system are in the closed left half plane), we would like to extend
the results in [3] to the case where the system poles may be on the
imaginary axis.

To achieve this, negative imaginary concepts for square real-rational
proper transfer function matrices, which extend corresponding ones in
[3], are introduced to allow purely imaginary poles. The relationship
between the negative imaginary property and the positive real property
for transfer function matrices is also established in this note. Then, we
show that the Negative Imaginary Lemma (that is, [3, Lemma 1]) re-
mains true when the transfer function matrix has poles on the imaginary
axis. In addition, a Strict Negative Imaginary Lemma is established and
some properties of negative imaginary systems are presented. A neces-
sary and sufficient condition for the internal stability of a positive feed-
back interconnection of two negative imaginary systems is proposed in
terms of the dc loop gain (i.e., the loop gain at zero frequency) of the
feedback system. This result extends the main result of [3] to allow for
negative imaginary systems with purely imaginary poles. Note that this
result is quantitatively different from the corresponding stability result
(e.g., [2, Lemma 3.37]) for the feedback interconnections of positive
real systems which requires no such dc gain condition.

Notation: R™*™ denotes the set of m x n real matrices. R[] is the
real part of complex numbers. Amax(A) is the maximum eigenvalue
for a square matrix A that has only real eigenvalues. A, A” and A*
denote the complex conjugate, the transpose and the complex conjugate
transpose of a complex matrix A, respectively. Also R™ (s) denotes
the adjoint of a transfer function matrix R(s) given by R” (—s). When
s = jw, we have R~ (jw) = RY (—jw) = R*(jw).

II. NEGATIVE IMAGINARY TRANSFER FUNCTION MATRICES

In this section, we propose new definitions of negative imaginary
transfer function matrices. These new definitions generalize the corre-
sponding ones in [3] to the case where the transfer function matrices
are allowed to have poles on the imaginary axis.

Definition 1: A square real-rational proper transfer function matrix
R(s) is termed negative imaginary if:

1) R(s) has no poles at the origin and in R[s] > 0;

2) j[R(jw) — R*(jw)] > 0 forall w € (0,oc) except values of w
where jw is a pole of R(s);

3) if jwo, wo € (0,00), is a pole of R(s), it is at most a simple
pole, and the residue matrix Ko = lims_ jo, (s — jwo)jR(s) is
positive semidefinite Hermitian.

Remark 1: In the above definition, the requirement of 2(s) having
no poles at s = ( ensures that the dc gain of the transfer function
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matrix exists. The dc gain plays an essential role in the internal stability
analysis of a positive feedback interconnection of negative imaginary
systems.

Remark 2: When R(s) is asymptotically stable, Definition 1 coin-
cides with the one given in [3]. Hence, the definition here can be con-
sidered as a generalization of that given in [3].

Remark 3: 1If a scalar transfer function R(s) is negative imaginary,
then R(s) will have nonpositive imaginary part when s = jw, w €
(0, 00). However, the converse of this statement is not necessarily true.
For example, R(s) = 1/(s + a) has negative imaginary part for all
real @ when s = jw,w € (0,00). However, it is negative imaginary
according to Definition 1 only if a > 0.

Definition 2 (See [3]): A square real-rational proper transfer func-
tion matrix R(s) is termed strictly negative imaginary if:

1) R(s) has no poles in R[s] > 0;

2) j[R(jw) — R*(jw)] > 0 forw € (0,00).

Definition 3 (See [1]): A square real-rational transfer function ma-
trix F'(s) is positive real if:

1) No element of F(s) has a pole in R[s] > 0;

2) F(s)+ F*(s) > 0 for ®[s] > 0.

The above negative imaginary concepts are closely related to the
positive real concept. This point can be seen from the following lemma,
which provides a necessary and sufficient condition for a real-rational
transfer function matrix to be positive real.

Lemma ([1, Theor. 2.7.2]): Let F(s) be a square real-rational
transfer function matrix. Then F'(s) is positive real if and only if:

1) no element of F'(s) has a pole in R[s] > 0;

2) F(jw)+ F*(jw) > 0 for all real w except values of w where jw
is a pole of F'(s);

3) If jwo is a pole of any element of F'(s), it is at most a simple
pole, and the residue matrix, Ky 2 limgs— oy (s — jwo) F(s) in
case wo is finite, and Ko, = limy oo (F(jw)/(jw)) in case wo
is infinite, is positive semidefinite Hermitian.

Another useful lemma is as follows.

Lemma 2: f A = A™ > 0,then A = (4)* > 0.

Proof: The lemma follows immediately from =*Ax =
(7)*A(Z) =7*AF = 75 A% > 0. [

Now, we are ready to give a description of the relationship between
negative imaginary transfer function matrices and positive real transfer
function matrices.

Lemma 3: Given a square real-rational strictly proper transfer func-
tion matrix R(s). Then R(s) is negative imaginary if and only if:

1) R(s) has no poles at the origin;

2) F(s) 2 sR(s) is positive real.

Proof: The proof is based on Definition 1 and Lemma 1. Note
that F'(s) and R(s) have the same set of poles.

(Necessity) Suppose R(s) is negative imaginary. Condition 1 in Def-
inition 1 implies that R(s) has no poles at the origin and F'(s) has no
poles in R[s] > 0.

When jw,w > 0, is not a pole of F'(s), Condition 2 in Definition
1 implies that F'(jw) + F*(jw) = jw[R(jw) — R*(jw)] > 0. Since
s = 0 is not a pole of R(s), we have that F'(0) + F*(0) = 0. So
F(jw)+ F*(jw) > 0 for w € [0,00) with jw not a pole of F(s).
In view of Lemma 2, we have F(jw) + F*(jw) > 0 forw > 0. That
is, F(—jw) + F*(—jw) > 0 forw > 0.So F(jw)+ F*(jw) > 0
for w < 0. Thus, we have that F(jw) + F*(jw) > 0 for any w €
(—00, 00) with jw not a pole of F(s).

If jwy, wo > 0, is a pole of F(s), then +jwy, are poles of R(s)
and F(s). In this case, R(s) can be factored as R(s) = (1/(s* +
wé))Rl (s). Condition 3 in Definition 1 implies that jwo is at most a
simple pole, and that lims— j.., (s — jwo)j R(s) = (1/(2wo)) R1(jwo)
is positive semidefinite Hermitian. That is, R1 (jwo) = R7 (jwo) > 0.
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In view of Lemma 2, we have R (—jwo) = Ri(—jwo) > 0. Now the
residue matrix of F'(s) at jwo given by lim,_. ., (s — jwo)F(s) =
limy— juy (s — jwo)sR(s) =(1/2)R,(jwo) is positive semidefinite
Hermitian. Also, the residue matrix of F(s) at —jwo is given by
(1/2) Ry (—jwo), which is positive semidefinite Hermitian. Moreover,
F(s) has no infinite poles since R(s) is strictly proper. Hence,
according to Lemma 1, F'(s) is positive real.

(Sufficiency) Suppose F'(s) is positive real and has no poles at the
origin. According to Lemma 1, Conditions 1 and 3 of Definition 1 hold.
Also, jw[R(jw) —R*(jw)] > 0 forw € (—o0, o0) with jw not a pole
of R(s).So j[R(jw) — R*(jw)] > 0 for w € (0,00) with jw not a
pole of R(s). Therefore, Condition 2 of Definition 1 holds and R(s) is
negative imaginary. |

Example 1: As an application of Lemma 3, we can say that R(s) =
1/(s* 4 1) is negative imaginary if and only if F((s) = s/(s* + 1) is
positive real. This can be verified by directly using their definitions.

The following lemma states a useful property of negative imaginary
transfer function matrices.

Lemma 4: A square real-rational proper transfer function matrix
R(s) is negative imaginary if and only if R(sc) = R"(s0) and
R(s) 2 R(s) — R(o0) is negative imaginary.

Proof: (Necessity) It follows from Condition 2 in Definition 1 that
lime,— o j[R(jw) — R*(jw)] > 0, that is, j[R(cc) — RT (cc)] > 0.
In view of Lemma 2, j[R(c0) — RT(c0)] > 0, that is, j[R(oc) —
R"(20)] < 0. Therefore, we must have that R(cc) = R” (c0).

Since R(sc) = RT(sc), we have that j[ﬁi(jw) - f%*(jw)] =
JIR(jw) — R*(jw)] and lim,— g (5 — jwo)jR(s) = lim,—_ ., (s —
Jjwo)jR(s).So R(s) is negative imaginary according to Definition 1.

(Sufficiency) The sufficient part follows as in a similar fashion to the

necessity part under the condition that R(co) = RT (x0). [ ]
Remark 4: Suppose R(s) ~ C D is a negative imaginary
. A B
transfer function matrix. Then R(s) = R(s) — R(co) ~ {C A },
dF(s) = sh(s) ~ | 2D
an s) = sR(s 1 ol

The following lemma gives a property of these state-space realiza-
tions.

Lemma 5: Suppose A € R"*", B € R"*"™, C € R"*", D €
R™*™ and det(A) # 0. Then the following statements are equivalent.

1) (A, B,C, D) is a minimal realization.

2) (A, B,C,0) is a minimal realization.

3) (A, B,CA, CB) is a minimal realization.

Proof: The equivalence between Statement 1 and Statement 2 is
obvious. The equivalence between Statement 2 and Statement 3 follows
from the fact that A is invertible. ]

The following lemma characterizes the negative imaginary proper-
ties of the sum of negative imaginary transfer function matrices.

Lemma 6: Given two negative imaginary transfer function matrices
R(s), A(s), and a strictly negative imaginary transfer function matrix
R.(s). Then:

1) R(s)+ A(s) is negative imaginary;

2) If A(s) has no poles on the imaginary axis, then R, (s)+ A(s) is

strictly negative imaginary.

Proof: To prove Part 1, let H(s) 2 R(s) + A(s). Then, the set
of poles of H (s) is the union of the sets of poles of R(s) and A(s).
So H(s) has no poles at the origin and in R[s] > 0. For any given
w € (0,00), if jw is not a pole of H (s), then j[H (jw) — H*(jw)] =
JIR(jw) — R*(jw)]+j[A(jw) — A" (jw)] > 0.If jwo is a pole of
H{(s), we have three cases.

1) jwo is a pole of R(s) but not a pole of A(s). Then

Ky é

lime oo (s — Jwo)jH(s) =lm,_j.,(s —
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Jwo)jR(s) + lms_ju, (s — jwo)jA(s) =Kr +0 > 0,
where K'r = lims— juw, (s — jwo)j R(s).

2) jwo is not a pole of R(s) but a pole of A(s), Then Ky = Ka >
0, where R'a = limy—juo (8 — jwo)jA(s).

3) jwo isapoleof both R(s)and A(s), Then K7 = Kr+Ka > 0.
Therefore, we have 0 < Kp < oo. Also jw must be a simple pole
(otherwise K'r7 = o0). This proves that H (s) is negative imaginary.

The proof for Part 2 is trivial as both R, (s) and A(s) have no poles
on the imaginary axis. |

III. NEGATIVE IMAGINARY LEMMA

The Negative Imaginary Lemma proposed in this section extends
the Negative Imaginary Lemma in [3] to the case where the transfer
function matrices may have poles on the imaginary axis. Also, a Strict
Negative Imaginary Lemma is established for strictly negative imagi-
nary transfer function matrices.

The following lemma is analogous to the Positive Real Lemma (e.g.,
see [2, Lemma 3.1] or [5, Theor. 3]), where the systems may have
purely imaginary poles.

Lemma 7 (Negative Imaginary Lemma): Let (A, B, C, D) be amin-
imal state-space realization of an m X m real-rational proper transfer
function matrix R(s), where 4 € R"*", B € R"*™, C € R™*",
D € R™*™ . Then R(s) is negative imaginary if and only if:

1) det(A4) # 0, D = D

2) there exists a matrix Y = Y7 > 0,Y € R**™, such that
AY +YAT <0, and B+ AYCT =0.
Proof: The equivalence follows from the following sequence of
equivalent reformulations.

A B
R(s) ~ [C D] is negative imaginary.

_ 1T o A B . L
< D = D", and R(s) ~ C 0 is negative imaginary

(see Lemma 4). . B
E / _nr R .
& det(4) # 0, D = D', and F(s) |:C4 CB] is
positive real (according to Lemma 3 and Lemma 5).

< det(4) #0,D = D7, and there exist X = X7 > 0,Q, W
such that

XA4+4ATxX=-070Q
Bfx+wlg=cA
CB+BYct =wtw.

This equivalence is via the Positive Real Lemma (see, e.g., [2, Lemma
3.1]). The rest of the proof follows along the lines of the proof of [3,
Lemma 1]. ]

Remark 5: Tt follows from the equation B + AYCT = 0 that
rank(B) = rank(C') since both A and Y are invertible.

A useful property of negative imaginary systems is stated in the fol-
lowing corollary.

Corollary 1: If R(s) is negative imaginary and has the minimal
state-space realization (A, B, C, D), then there exists a real—raticjgal
strictly proper transfer function matrix M (s) ~ [LY‘ e 0 ]
such that

J[R(jw) = B (jw)] = wM" (jw)M(jw)

when jw is not a pole of R(s). Here, Y = Y% > 0 and L are the
solutions of LTL = —AY — Y AT and B+ AYCT = 0.
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Proof: Define
A B
y—' | Ly—lA—lB]
4| B

i)

.

B
Then we get the equation shown at the bottom of the page. That is

W(s) 2 sM(s) = |:

R(s) 2 R(s) - R(c) = {

A

CA

A &
F(s)=sR(s) = |: B

s[R(s) = R™(s)] = =M™ (s5) M(s).
When s # 0, we have R(s) — R~ (s) = —sM~(s)M(s). When
s =0, wehave R(0) = —CA™'B = CYC” = R"(0) and hence
R(0) — R~(0) = R(0) — R*(0) = 0. So

R(s)— R™(s) = —sM"™ (s)M(s)
holds for any s with s nota pole of R(s).Let s = jw with jw nota pole
of R(s). Then, we have R(jw) — R*(jw) = —juoM*(jw)M(jw).
That is
JIR(jw) = B (jw)] = wM" (ju) M(jw).

This completes the proof.

Remark 6: 1t follows from the above proof that R(s) — R™(s)
—sM™(s)M(s) for all s with s not a pole of R(s).

For strictly negative imaginary transfer function matrices, a strict
version of negative imaginary lemma is also derived. The result is anal-
ogous to the Weak Strict Positive Real Lemma (see e.g., Lemma 3.18
of [2] or Theorem 1 of [6]).

Lemma 8 (Strict Negative Imaginary Lemma): Let (A, B, C, D) be
a minimal state-space realization of an m x m real-rational proper
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transfer function matrix R2(s), where A € R"*", B € R"*™, C €
R™ ", D € R™*™. Then R(s) is strictly negative imaginary if and
only if:

1) Ais Hurwitz, D = D” rank(B) = rank(C) = m;

2) There exists amatrix ¥ = Y7 > 0,V € R**", such that

and B+ AYC! =o0;

A B

TR ] has
LY 'A 0
full column rank at s = jw for any w € (0,00). Here L' L =
—AY — Y A" Thatis, rank(M(jw)) = m for any w € (0, c0).
Proof: (Necessity) Suppose R(s) is strictly negative imaginary.
Then R(s) has no poles in ®[s] > 0, which implies that A is Hurwitz.
Also R(s) is negative imaginary. Hence, according to the Negative
Imaginary Lemma, we have D = D" and there exists a matrix Y =
Y* > 0 such that AY + Y AT < 0and B+ AYCT =0.
To prove rank(B) = m, suppose that, on the contrary, rank(B) <
m. Then there exists a nonzero vector x € R™ such that Bz = 0.

Thetefp (R (jw)— B* (jo)]} 2 =ja" C(jwl—A) ' Bz
—jat BT (—jwl—AT) Ty
=0

AY +vA' <o,

3) the transfer function matrix M (s) ~ {

for any w € (0, o). This contradicts j[R(jw) — R*(jw)] > 0 for all
w € (0,00). Thus, we conclude that rank(B) = m. That is, B has
full column rank. Similarly, we have rank(C') = m.

Next, we prove Condition 3. It follows from Corollary 1 that

WM (ju)M(jw) = j[R(jw) — R*"(jw)] > 0

for any w € (0,00). This implies that M (jw)x # 0 for any
w € (0,00) and any nonzero complex vector x. Therefore,
rank(M (jw)) = m for any w € (0, c0).

W ()W (s) A 4 B
VRNIE g | BraTy LT {LY“ | LY”A”B]
I A4 0 B
— Y 'LTLy ! —AT — Y 'LTLY 'A7'B
| BTATTY-'L"Ly~" B” ! BTATTY'LTLYy'A™'B
I A 0 B
- Y HAY + YA )Y ! — A" ’ YHAY +YAY)Yt4T!B

| BTATTY (—AY —YAT)Y !

BT | BTA Ty YAy —vAT)Y ‘4 'B

A 0 B
— |V 'A+ 4Ty AT ’ Y 'B-ATCT
cA-B'y-" B' | cB4+B'CT
T4 0 B
-0 -AT ‘ —ATCT
ca BT | cB+BTCT
[A | B e
~ loa ] CB}_F BT | BTCT
- F™(s)
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R(s)

O

R (s)

Fig. 1. Positive feedback interconnection.

(Sufficiency) Condition 1 and Condition 2 imply that R(s) is nega-
tive imaginary. According to Corollary 1, we have

J[R(jw) = R*(jw)] = wM* (juw) M(jw)

for any w € (0, c0). Condition 3 implies that M (jw)z # 0 for any
nonzero complex vector x. Therefore,

jo" [R(jw) — R*(Jw)] 2" = wa™M" (jw)M(jw)x > 0
for any w € (0, co) and any nonzero complex vector . That is

JIR(jw) = R™(jw)] > 0

for w € (0, oc). This completes the proof. |
Remark 7: Condition 3 in Lemma 8 can be equivalently replaced
A—jwl B

by the condition that has full column rank for all

LY™'A7" 0
w € (0, 00). The equivalence follows from [7, Lemma 3.33].

Similar to Corollary 1 for negative imaginary transfer function ma-
trices, we have the following corollary for strictly negative imaginary
transfer function matrices.

Corollary 2: A real-rational proper transfer function matrix R(s)
is strictly negative imaginary if and only if there exists a stable real-
rational strictly proper transfer function matrix M (s) with full column
rank at jw for any w € (0, 00) such that

J[R(jw) = R (jw)] = w M (juw) M(jw)

forall w € (0,00).
Proof: The result follows from the proofs of Corollary 1 and
Lemma 8. ]
At frequencies of zero and infinity, negative imaginary transfer func-
tion matrices have the following properties.
Corollary 3:
1) Given a negative imaginary transfer function matrix R(s), then
R(0) — R(co) > 0.
2) Given a strictly negative imaginary transfer function matrix R(s),
then R(0) — R(cc) > 0.
Proof: The proof is the same as the proof of Lemma 2 of [3]. W

IV. STABILITY OF INTERCONNECTIONS OF
NEGATIVE IMAGINARY SYSTEMS

In this section, we consider the internal stability of a positive feed-
back interconnection of two negative imaginary systems, denoted by
[R(s), R,(s)], as shown in Fig. 1.

A necessary and sufficient condition is provided for the stability of
the system given in Fig. 1 in terms of the dc loop gain (i.e., the loop
gain at zero frequency).

Theorem 1: Given a negative imaginary transfer function matrix
R(s) and a strictly negative imaginary transfer function matrix R, (s)
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Fig. 2. Undamped flexible structure.

that also satisfy R(o0)Rs(oc) = 0 and R.(oc) > 0. Then the positive
feedback interconnection [R(s), R, (s)] is internally stable if and only
if Amax(R(0)R,(0)) < 1.

Proof: The proof follows along the same lines as the proof of [3,
Theor. 5] except that our Lemma 7 is used instead of [3, Lemma 1] and
[7, Theor. 5.7] is used instead of [7, Coroll. 5.6]. [ ]

The following corollaries are a restatement of the above theorem,
written in the same form as the small gain theorem (see [7, Theor. 9.1]).

Corollary 4: Given v > 0 and a strictly negative imaginary transfer
function matrix R(s) with R(cc) > 0. Then, the positive feedback
interconnection [A(s), R(s)] is internally stable for all negative imag-
inary transfer function matrices A(s) satisfying A(co)R(o0) = 0 and
Amax(A(0)) < v (respectively < +) if and only if Amax (R(0)) < 1/~
(respectively < 1/7).

Proof: The proof is the same as the proof of Corollary 6 of [3].m

Corollary 5: Given v > 0 and a negative imaginary transfer
function matrix R(s). Then the positive feedback interconnection
[A(s), R(s)] is internally stable for all strictly negative imagi-
nary transfer function matrices A(s) satisfying A(co)R(o0) = 0,
A(oc) > 0 and Amax(A(0)) < v (respectively, < ) if and only if
Amax(R(0)) < (1/7) (respectively, < 1/7).

Proof: The proof is the same as the proof of [3, Coroll. 6]. |

Remark 8: The results in this section are simply “restatements” of
the results in [3] with the new definitions in this note. However, the
results here allow one of the interconnected systems to have purely
imaginary poles. Also, these results cannot be obtained from the in-
tegral quadratic constraint (IQC) theory [8] because the strictly neg-
ative imaginary systems satisfy the frequency domain condition on a
punctured imaginary axis excluding the origin while the IQC theory
requires that the systems satisfy a frequency domain condition on the
whole imaginary axis; see [3] for more details.

V. FLEXIBLE STRUCTURE EXAMPLE

To illustrate the main results of this note, let us consider an un-
damped flexible structure as depicted in Fig. 2. This is a two-degree-of-
freedom spring mass system which is composed of two masses and
three springs. The masses are attached to fixed walls via two springs
and coupled together via a third one. The control inputs to the struc-
ture are the forces applied to the masses, and the outputs are the dis-
placement of the masses. The parameters m; > 0, m2 > 0,k > 0,
and k2 > 0 are assumed to be known while the parameter £ > 0 is
uncertain.

Using Newton’s law, the dynamics of the flexible structure can be
described by

Mi+EKq=f

_|a P | 0
q_{@]’ f_[fz}’ M_{O 'mz}

K:{k1+k —k }

where
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Note that the matrices M and K are positive definite. Let 1 = ¢
and z2 = ¢. Then the flexible structure can also be represented by the
state-space equation

* = Az + Bf
g=Cz+ Df

where « = [7!] is the system state, f is the control input, and ¢ is the
measurement output. The system matrices are given by

L 0 I | 0 . _

Note that this is a minimal state-space realization.
Clearly, the first condition in Lemma 7 holds. Solving the LMI in
the second condition in Lemma 7 leads to a positive definite solution

given by
Kt o0
Y= { 0 M*l}'

Therefore, we can conclude that the transfer function matrix R(s) =
C(sI — A)™' B+ D is negative imaginary. In other words, the flexible
structure in Fig. 2 is a negative imaginary system.

In view of Theorem 1, the flexible structure R(s) can be stabilized by
any controller C'(s) which is strictly negative imaginary and satisfies
Amax(C(0)R(0)) < 1 and C'(o0) > 0. For example, if the parameters
in the structure are given by m; = ms = lkgand ki = ko =
1 N/m, then Amax(R(0)) = 1 for all & > 0. Note that the maximum
eigenvalue of the dc gain is independent of the uncertain parameter % in
this case. Hence, a simple choice for the stabilizing controller could be
C(s) = (1/(s+ a))I with a > 1. A minimal state-space realization
for this controller is given by Ac = —al, B. = I, C. = I, and
D. = 0. Then, the stability of the closed-loop system is determined by
the stability of the matrix

L[4 BC
ST iBc A |

It can be verified through numerical computations that the matrix A
is Hurwitz for all £ > 0 if and only if ¢ > 1.

VI. CONCLUSIONS

This note has studied the negative imaginary properties of square
real-rational proper transfer function matrices. The Negative Imagi-
nary Lemma was derived for transfer function matrices that may have
poles on the imaginary axis. Also, a necessary and sufficient condition
was established for the internal stability of positive feedback intercon-
nections of negative imaginary systems. These results extend corre-
sponding results of a previous paper in which no poles on the imagi-
nary axis were allowed. The developed theory has applications in the
feedback control of flexible structures with collocated position sensors
and force actuators. For flexible structures that have rigid-body modes,
however, the stability result in this note is not directly applicable be-
cause the dc gains of such systems are infinite. The question of how
to extend the results of this note to deal with such systems may be an
interesting area for future research.
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Dynamical Analysis of Neural Networks
of Subgradient System

Sitian Qin and Xiaoping Xue

Abstract—In this technical note, we consider a class of neural network,
which is a generalization of neural network models considered in the opti-
mization context. Under some mild assumptions, this neural network can
be translated into a negative subgradient dynamical system. At first, we
study the existence and uniqueness of solution of this neural network. Then,
by nonsmooth Lojasiewicz inequality, we prove the convergence of the tra-
jectories of this neural network. In the end, a constrained minimization
problem is studied, which can be associated with this neural network. It is
proved that the local constrained minimum of the cost function coincides
with the stable equilibria point of this neural network.

Index Terms—Constrained minima problem, nonsmooth L.ojasiewicz in-
equality, subgradient system.

1. INTRODUCTION

This technical note is concerned with dynamical analysis of neural
network as follows:

#(t) € —0E (z(t)) — Nk (z(?)) )
2(0) =z
where x(t) = [1(t),a2(t), ...,z (t)]T € R™ is the state vector,

E : R" — R is a cost function, N (x) is the normal cone to K at
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