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Modeling and Analysis of the Reliability of
Digital Networked Control Systems
Considering Networked Degradations

Huadong Mo, Student Member, IEEE, Wei Wang, Min Xie, Fellow, [EEE, and Junlin Xiong, Member, [EEE

Abstract—Digital networked control systems are of growing
importance in safety-critical systems and perform indispensable
function in most complex systems today. Networked degradations
such as transmission delay and packet dropout cause such systems
to fail to satisfy performance requirements, and eventually affect
the overall reliability. It is necessary to get a model to verify
and evaluate the system reliability in early design phase, prior
to its implementation. However, existing probabilistic models
only provide partial descriptions of such coupled networks and
control system. In this paper, a new stochastic model represented
by linear discrete-time approach is proposed, considering data
packet transmissions in both channels: controller-to-actuator and
sensor-to-controller. Different from pervious works, the historical
behaviors of networked degradations are modeled by multistate
Markov chains with uncertainties, releasing the assumption that
faults of all periods are independent of each other. The concept
of domain requirements for such systems is considered here, con-
tributing to the integration of control and reliability engineering.
Methodologies for quantitatively assessing the reliability of the
single- and sequential-control goal are derived from the Monte
Carlo method. An example of an industrial heat exchanger digital
networked control system is provided to illustrate the effectiveness
of the model and method.

Note to Practitioners—Digital control systems are widely used
for safety-critical systems today, and for such a system, the reli-
ability has become an important topic. It is a difficult issue due to
its complexity, time-dependence, and degradation. The proposed
framework in this paper enables dynamic reliability modeling and
statistical analysis for digital control systems subject to networked
degradations. The novelty of this paper is the modeling and anal-
ysis that link the control system and reliability engineering. The
control systems are regarded as failures determined by whether
the performances satisfy all operational requirements and the reli-
ability concerns the ability of system or component to perform its
required functions under stated conditions for a specified period of
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time. Therefore, the reliability of the digital networked control sys-
tems can be defined as the ability of the control systems to maintain
operational requirements in the presence of networked degrada-
tions. Monte Carlo simulation can be used to quantitatively assess
such ability. Case study shows that this framework is applicable in
helping the designers fully understand the systems and make deci-
sions.

Index Terms—Digital networked control systems (DNCSs),
Monte Carlo, networked degradations, reliability.

I. INTRODUCTION

OTIVATED by the fast widespread communication

networks, digital networked control systems (DNCSs),
showed in Fig. 1, which refer to a class of spatially distributed
digital control systems (DCSs) in which the networks provide
data exchanges among controllers, actuators, sensors and other
subsystems in the systems, have been widely employed in
complex and safety-critical systems [1]-[6]. Compared with
traditional point-to-point DCSs, the DNCSs are more cost-ef-
fective and bring huge functionalities, which are inconceivable
in the past, such as greater flexibility in system maintenance
and fault diagnosis, lower installation fee, less system wiring
as well as higher system reliability [3], [7]. There are many po-
tential applications of DNSCs, including nuclear power plant,
smart power grids, intelligent traffic control systems, automatic
warehouse management systems, and remote surgery [8]-[13].
Though above applications are in different areas, they share
some common features—large scale, openness, time-critical and
safety-critical [14].

In the DNCSs, feedback control loops are closed through
real-time communication networks just as shown in Fig. 1 [6],
[15], [16]. The operations of the DNCSs in one period obey the
following process: the sensor records the system output every
period [16], [17]. Then, the AD converter converts the physical
output into digital signal and sends the data packet of output
signal to controller, via communication networks. The received
data packet is stored at buffer, and then the controller unpacks
the newest packet and computes the control signal according to
preset control strategy. Next, the control signal is transferred to
actuator via communication networks, and stored in the buffer.
Finally, the actuator performs according to the control signal
which has been converted into analog signal.

The operations indicate that the DNCSs are highly time-de-
pendent and easily affected by the time-varying aspects. Degra-
dations in the communication networks which have arisen from
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Fig. 1. A digital networked control system.

some inherent and inevitable sophistication [18], [45]: induced
transmission delays and packet dropouts, definitely jeopardize
the performance of the entire DNCSs by forcing the system to
use inaccurate information to make a decision or take action
[19]-[22]. How to build the stochastic model and quantitatively
assess the effects of these two faults on the performance of the
DNCS:s is still an open discussion.

Previous work can be categorized into two types based on
the contributions: reliability modeling design and performance
assessment methodology. Traditional reliability modeling and
assessment methodologies, such as static Event Tree and Fault
Tree approach, are impractical in evaluating the reliability of
DNCSs for the inability to provide an accurate state evolution
as a function of time. Reference [23] proposes the Dynamic
Flowgraph Methodology (DFM) to model and analyze a DCS
in a “systems” framework in which the behaviors of systems
are modeled by transfer boxes, causality edges, and process
variable nodes. Then, [16] adopts the DFM to model the time
dependency, multistate behavior and interaction in the DCSs
which used PI control strategy, integrated with communication
networks. In this work, there only exist constant transmission
delays in the sensor-to-controller channel. Reference [24] im-
proves the computational efficiency of DFM for the reliability
assessment of DNCSs by using the binary decision diagrams
to increase the scalability to avoid the combinatorial explosion.
There exist other works which apply uniform distribution and
Markov chains subject to uncertainties to describe transmission
delays [25], [26].

It noticed that the literatures have paid much attention to
transmission delays and ignored the packet dropouts. Several
works about designing optimal control strategy consider both
transmission delays and packet dropouts simultaneously. The
proposed model are represented by differential equations and
have three types categorized based on the final close-loop
DNCSs: switching systems [27]-[29], asynchronous dynamical
systems [19], [28], and jump linear systems in which the packet
dropouts are modeled by Markov chains [30]-[32].

All the models given in the aforementioned references are
derived from the assumption that the transmission delays and
packet dropouts only exist in sensor-to-controller channel. The
influence of faults in the controller-to-actuator channel on the
performance of the DNCSs is neglected due to the complicated
modeling. Recently, Bernoulli or a two-state Markov chain
process is introduced to model the DNCSs as stochastic param-
eter systems, with packet dropouts on both channels [20], [28],
[33]-[35].
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The packet dropouts described by Bernoulli or a two-state
Markov chain have two states: missed and sent successfully.
Such models are based on the assumption that each period is
independent of each other. In fact, packet dropout more likely
happens if packet dropouts have happened at the previous ones.
References [15], [20], [32], [48], and [49] improve the mod-
eling of the DNCSs by introducing a multistate Markov chain
to describe the historical behavior of packet dropouts. By de-
scribing the quantity of packet dropouts between current period
and its latest successful transmission other than the historical in-
formation of a packet is missed or not, multistate Markov chain
is defined and the relationship between adjacent periods can be
presented clearly. This model releases the assumption that each
period is independent of each other. Nevertheless, compared
with the effort spent on the reliability modeling, how to quan-
titatively evaluate the influence of the transmission delays and
packet dropouts on the performance of DNCSs should receive
more attentions.

The ability of the feedback DNCSs to compensate the conse-
quences of the inherent faults redefines the concept of failures:
the reliability of the DNCSs is dependent not only on which kind
of fault that may occur, but also on the evolving states of system
output and control signal of each period [36], [37]. Classical re-
liability evaluation methods, i.e., Fault Tree or Failure Mode
and Effect Analysis are not appropriate to be applied to these
evolving states, due to the dynamic aspects of DNCSs. Refer-
ence [38] proposes Structured Analysis and Design Techniques
based on Monte Carlo simulation for the reliability evaluation
[43]. This method explicitly formalizes the functional interac-
tions between subsystems, identifies the characteristic values af-
fecting the reliability of DNCSs, and quantifies the RAMS pa-
rameters related to operational architecture. As the remaining
ability of system to maintain the expected control goal after
faults occurring is crucial [37], apply ordered sequences of mul-
tifailure method to assess the reliability of all possible DNCSs’
architectures. A new methodology called multifault tree is pro-
posed and the time-ordered sequences of failures is discussed.

The reliability of DNCSs is evaluated as a function of re-
quired performances from a control viewpoint [25]. The DNCSs
will be regarded as a failure if the performances do not satisfy
all requirements. The difference equations are used to describe
the stochastic model of the DNCSs, explicitly illustrating the
influence of the transmission delays and packet dropouts on
changing the model parameters. The linear discrete-time dy-
namic approach for modeling the flow of signal in, out, and
among all subsystems promotes straightforward calculation of
fundamental dynamic aspects such as times and faults charac-
teristics [39]. The transmission delays and packet dropouts are
described by Uniform distribution and Bernoulli distribution,
respectively. Reference [14] summarizes the domain require-
ments used in the performance analysis, which are not formed
as basic definitions in [25]. The performance of DNCSs not
only needs to satisfy all operational requirements relevant to the
real-time operation, but also needs to maintain a high level of
reliability to satisfy the nonfunctional requirement.

The reliability models and evaluation methods provided by
previous references just consider partial aspects of the realistic
DNCSs. The analysis and design based on these may be inef-
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fective when applied to realistic applications, though it is easy
to deduce close-form solutions. A more comprehensive model
and assessment method are necessary to narrow the gap between
theoretical works and real applications.

As this is the first attempt to study the reliability of this type
of system, the linear systems is used to avoid unnecessary com-
plexity for clarity. For other more complex systems, a similar
idea can be used and extensions are usually straightforward with
complicated expressions. In general, a mathematic model of the
DNCSs is derived, considering the networked degradations. For
example, for nonlinear systems, one widely adopted method is
the linearization, such as exact/approximate input—output and
neural network-based linearization, which work well up to some
accuracy and certain range for the input values [52], [61]-[64].
As nonlinear systems could be approximated by linear equa-
tions, the proposed model can be extended to this special case
easily.

Although the problem for DNCSs with discrete-time delays
has been well studied, there exists very little literature on
continuous time delays, comprising distributed ones and the
ones obeying Markov process [52], [56], [57]. Continuous
time delays are more of practical significance since the net-
work induced delay may propagate in a distributed way or
Markov process during a certain time period. Different from
the common assumptions on discrete-time delays, it is assumed
here the statistic information of the continuous time delay
taking values is known. In general, the variation range of the
continuous time delay is available. The lower bound of the
delay is not zero and upper bound is known as the maximum
allowable bound, which ensures the stability of the DNCSs
[58], [59]. Therefore, in this paper, one common used Markov
process-reflected Wiener process is introduced to model the
continuous time delays. The statistic characters of the reflected
Wiener process can be easily estimated from collected data by
the Maximum-Likelihood Estimation method.

Multistate Markov chains subject to uncertainties are used to
describe the packet dropouts. It is an improvement compared
with existing works, which have always assumed that the
statistic information about the packet dropouts is complete
known and its Markov chain usually has constant transition
probability [15], [25]. However, it is always the case that the
statistic information on the characteristic of the networked
degradation is inadequate or partially unknown, due to limited
observations. The description of packet dropout with a Markov
chain subject to partially unknown transition probabilities is
more practical and general.

It is well known that there are two kinds of uncertainties, the
polytopic and norm-bounded uncertainties [65]. The polytopic
representation is the most common one to describe the phys-
ical parameter uncertainty without any conservatism [48]. In
this method, the uncertain Markov transition probability matrix
belongs to a polytope which is the convex hull of the parameters
of a set of vertices [26], [49]. Polytopic uncertainties method is
applicable for the well-known interval, linear and multimodel
parameter uncertainty. It has various applications in DNCSs,
reachable set analysis and fault detection filter design. The bene-
fits of using this convex combination method is that the param-
eters can be easily estimated and further system optimization
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can be conducted through convex optimization [65]. Therefore,
in this paper, the partially unknown transition probabilities are
modeled using the polytopic uncertainties method.

There have been quite a bit of research on the degradation
modeling and this paper is to make use of this in the study of
reliability of networked control systems [3], [15], [21], [25],
[32], [48], [50]. It is not always easy to collect enough operation
data of a realistic networked system, so information from design
and development might be needed.

How to capture the degradation behavior has been studied by
many literatures in detail. They mainly focused on estimating
the transition probability of multistate Markov chain, subject
to full or partial observations from realistic or laboratory net-
worked systems. One popular method to estimate the unknown
parameters of the Markov chain is derived from the Maximal
Likelihood Estimation method, which is conditional on the
starting state of the Markov chain [50]-[53].

Since the Markov chain is used to describe the networked
degradation, these methods can be easily generalized to this
paper. Therefore, assumption that each period is independent
of each other is released. By adopting the difference equations
to describe the reliability model, the effect of the transmission
delays and packet dropouts on the evolution of system state can
be presented more clearly and reliability can be estimated.

Having obtained the stochastic model, it is not trivial to derive
the exact reliability function of the DNCSs. Monte Carlo sim-
ulation has been proved to be a straightforward, yet accurate
approach for such systems [25], [38], [43], [47]. The general
approach in Monte Carlo simulation for reliability assessment
needs to generate the operational requirements which would
lead to the failure of entire system. However, it is not always
the case since this would require knowledge of the system re-
quirements-to-failure distribution in advance. Reference [46]
first proposes an event-based Monte Carlo simulation method
for multicomponent system, in which the failure time for each
component is generated and then used to verify the success or
failure of the system subject to required operational time. Since
no attempt is made on generating the failure time for the entire
system and the distribution approximation is at the component
level, it can reduce the possible error and computation effort in
estimating the system reliability.

Reference [25] extends this method to estimate the reliability
of DNCSs and replaces the constraint on the number of repli-
cations used by [46], by another two constraints—a precision
interval and a percentage of simulations belonging to this in-
terval. The networked degradations are generated and then used
to determine the success or failure of the DNCSs for one given
combination of operational requirements. Therefore, the relia-
bility of the DNCSs is then estimated as a tabulated function of
the operational requirements. The result obtained from [25] can
guarantee the estimated reliability to satisfy a given precision
compared with the result in [46].

The rest of this paper is organized as follows.
Section II presents the preliminary model of the DNCSs and
describes the behaviors of the transmission delays and packet
dropouts. Section III conducts the analysis of the domain
requirements and illustrates the method for evaluating the
reliability of the DNCSs. Section IV illustrates the application
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Fig. 2. DNCSs with transmission delays and packet dropouts.

of the proposed framework on an industrial heat exchanger
system. Finally, Section V gives the conclusion.

II. RELIABILITY MODELING OF THE DNCSSs

A. Preliminary Model

First, the DNCSs showed in Fig. 2 are considered, where the
controller, sensor, actuator and plant are clock-drive with sam-
pling interval 7.

In this period, the sensor samples the actual output 3,,_; of
the systems at the last period & — 1 and then sends it to the
controller through the communication networks. The buffer at
the controller side is assumed to be large enough to store all
received data packets which are used to compute the control
signal by the controller, according to the last-in—first-out law. If
not packet dropout, the buffer can receive the new data packet
containing output ¥, _;, and then the controller picks it out as
yr and uses in computing the control signal; otherwise, the con-
troller has to pick up the most recent data packet ¥, Npeo1 a8
yy, in the buffer. Thus, the system output recorded by the con-

troller is
_ yk,fh
Yk Ve-nge—1

ifN =0
otherwise (1
where V7€ is the quantity of packet dropped at the period &
in the sensor-to-controller channel, which is recorded from the
current period to the last successful packet transmission at the
period & — N;°.

Thus, for the controller-to-actuator channel, the relationship
between control signal u and the control signal u used by
actuator is given as:

T — Uk,
k Uk—Nga,

where N.* is the quantity of packet dropped at the period & in
the controller-to-actuator channel, which is recorded from the
current period & to the last successful packet transmission at the
period k — N°.

Therefore, the error ¢ between the expected system control
goal and the actual output of the DNCSs recorded by the con-
troller at the period & is

it N =0
otherwise

2)

)

€ =Tk — Yk

where ry, is the expected control goal set at period k.
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In this paper, the controller is assumed to use Proportion In-
tegration Differentiation (PID) control strategy to compute the
control signal. Therefore, the control signal u, is given as

up = K {ek + %iej + %(ek - ekl)} “4)
j=1

where K, is the proportional gain, T is the integral time con-
stant and T} is the derivative time constant.

Since the effects of the transmission delays on the DNCSs are
more complicated, the case without transmission delays is con-
sidered first. As the sensor measures the system output every
period 7', the control signal %y, remains the same during the in-
terval [(k — 1)T, T']. Thus, the control signal can be represented
by a sum of steps

e=m + @ —w) It —T)+ -+ (Ur — Uk_1)
It—(k—1T)4---,t>0 (5

ift >
where the I(t) is defined as I(t) = { (1)’ letistei 0

The mathematic representation of the uy, in the complex fre-
quency domain U(s) is obtained by Laplace transform

—Ts

S

e—(k—l)Ts
et (@)

U(s) = ui+(ua—a1)

(6)
When considering transmission delays 73 and 77 in both

channels, the time for the actuator acting according to the con-

trol signal @y, is (k — 1)T + 73¢ + 75*. The effects of the

transmission delays on the model are introducing a time shifting

e~ (e“+7")s in each period. Thus, (6) is modified as

— ca e (T+73°+75%)s

Us) =me ™ * 4 (1 —ﬂl)f +-t

67((k71)T+T,§C+T£a)s

X (g — Tg-—1) p +eee

Q)

where 77¢ equals to 0 as there is no communication in the
sensor-to-controller channel at the first period.

As the common mechanism for detecting the packet dropout
is checking whether the buffer can receive it before exceeding
the maximum allowable transmission time. To develop a more
general model, the influence of the transmission delay and
packet dropout on each other is further considered. In most
current works about DNCSs, there always exists a maximum
allowable value of time delay that guarantees the stabilizability
of the system. The maximum allowable transmission time
is generally assumed to be same as the maximum allowable
transmission delay. The time for computing the control signal
is negligible, compared to transmission delay. The red point in
time axis of Fig. 3 represents the maximum allowable trans-
mission delay in each period.

It is commonly assumed that upon the maximum allowable
transmission delay, if the controller or the actuator does not re-
ceive the corresponding data packet, to ensure certain degree
of real-time control and stabilizability, they would consider that
the packet dropout has happened [54], [55]. That is to say, if data
packet arrives at the buffer after the maximum allowable trans-
mission time, the buffer will not accept such packet and consider
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Fig. 3. The activation time of subsystems in DNCSs.

that packet dropout has happened. Therefore, they have to use
the last successful transmitted packet to compute control signal
or take action [15].

Therefore, there exist three transmission modes for each
channel: successful transmission; packet dropout; cannot re-
ceive before the maximum allowable transmission time. Also,
the exact activation time for controller and actuator can be
determined and clarified, as shown in Fig. 3. If the buffer of
controller receives data packet before the maximum allowable
transmission time, the exact activation time will be (k — 1)T
+ uy, and the controller will send out the control signal immedi-
ately, see Arrows 1.1, 1.4 and 1.7 in Fig. 3. Arrows 1.2 and 1.3
give the case that packet dropout and received after maximum
allowable transmission time, respectively. For such cases, the
buffer does not receive %,,_, or receive beyond the permissible
time (k — 1)T + 72¢,. The exact activation time will be time.
The controller will compute and send out the control signal uy,
by regarding Y- Nze—1 8 Yk according to (1).

From Fig. 3, the exact activation time of the actuator depends
on the exact activation time of the controller. For example,
if packet dropout happen in the sensor-to-controller channel
and the actuator can receive the packet with time 7;,¢ less than
maximum allowable delay, the exact activation time will be (&
— DT + 758, + 7%, see Arrows 1.8 and 2.8. Other cases,
such as packet dropouts both happen in the sensor-to-controller
channel and controller-to-actuator channel, successful trans-
mission in the sensor-to-controller channel and the actuator
receives the packet after permissible time, have also been
illustrated by Fig. 3.

Assume the mathematic model of actuator and plant are
Ga(s) and Gp(s), the actual system output Y (s) equals to

Y(s) = U(s)Ga(s)Gp(s). ®)

x| . i
12T 13T (k—])T"(kT (k+DT (k+2)T

Substituting (7) into (8) and applying the inverse Laplace
transform, the system output 7, in time domain is deduced as

U =l (t— ") g (t —11°) + (@2 — W)
IG-T—7°—7m")f@G-T—1°—75%)+---
+ (@ — ) (t — (k= 1T — 15° — 75%)

F—(k-—1DT -1 =7+ 9

where g(t) and f(¢) are the inverse Laplace transform of
Ga(s)Gp(s) and Ga(s)Gp(s)/s.

Therefore, the system output 7, can be obtained by com-
puting (9) with ¢ = kT. The model described by the differ-
ence equations not only reflects the interactions between system
output and control signal, but also shows the influences of the
two faults on changing the model parameters. The model di-
rectly observes all historical states of DNCSs, different from
the model represented by differential equations.

B. Models of Networked Degradations

In this paper, the continuous transmission delays ;¢ and 77*
take place in both channels, showed in Fig. 2. Transmission de-
lays are usually bounded [26], [40], [56]-[59]

Tca

sc
7 max

max

TSC S TEC S

min ? and S Tlsa S

Tmin

(10)
where 7.5 and 757, are lower bound of the delay which are not
zero, and are upper bound, known as the maximum allowable
bound [58], [59].

In practice, the transmission delay in each channel can be
easily measured by using the time-stamp method. Different
from previous models which consider discrete transmission
delay as constant or obeying the uniform distribution, the
transmission delay are regarded as continuous value. It is more

general for practical applications [52], [56], [57].
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The 7;¢ and 7;,* are modeled as Markov process-reflected
Wiener process, which take values from predefined bounds in
(10). According to the reflection principle of a Wiener process
which is based on a symmetry principle, if the path of a Wiener
process w(t) reaches a bound BT (Tinax O Timin) at time ¢ = ¢,
then the subsequent path after time ¢. has the same distribution
as the reflection of the subsequent path about the bound [60].

This new process is defined in a stronger form as follows:

~ w(t),
w(t) = { ZéJ)r — w(t),

where standard Wiener process w(¢) has increments with w(t) —
w(s) ~ ay/t—sN(0,1) for 0 < s < ¢t and a is the power
coefficient. In this paper, the time and can only take value as
kT.

It is noticed that there may exist multiple reflections since
there may exist lower and upper bound. Right after the reflec-
tion, the new process has the probability to reach the other bound
B~ . What is more, right after reflected by the other bound, the
process can still reach bound BT again. Thus, the multireflec-
tion case is considered here and (11) should be modified as fol-
lows.

Fort < t.

fort < ¢,

fort < ¢, an

For > t.

w(t) = (=1)" [p()(v+2) + 1 = 9(v)) (v + 1)] B
—(=D*[p)v+ (1 =) (v+ 1] B - (-1)"w(t)

where v = [[(w(t) — B*)/(Bt — B7)|] and |z] stands for
the greatest integer which does not exceed x. () is defined as
1, ifv is even number

wlv) = { 0, otherwise
Here, the modeling of the packet dropouts N;¢ and N;¢ are

generally bounded

(12)

OSN;CSNSC

max?

and 0 < Ng* < N2

max

where N7 and NS are nonnegative integers.

In practice, the packet dropout can be detected whether the
buffer can receive the data packet before the maximal allowed
transmission time. To relax the assumption that packet dropout
in each period is independent of others, the packet dropouts are
described by two multistate Markov chains [15], [32].

The Markov chains take values in N;. = {0,1,..., N _}
and N, = {0,1,..., N& 1} with the transition probability ma-
trix PYse = [X\;;] and PNee = [p,y,,,], respectively. The transi-
tion probability matrix of N;¢ (jumping from mode i to j) and
Ng® (jumping from mode m to ) are defined as

Aij = Pr (lei1 = i|Ng" = j)

pmn = Pr (Ng%, = m|Ng* = n) (13)

IEEE TRANSACTIONS ON AUTOMATION SCIENCE AND ENGINEERING, VOL. 14, NO. 3, JULY 2017

where /\ij 2 09 17] S Nsca Pmn 2 0’ m,n < Ncaa ZJ )\ij =1
and Zn Pmn = 1. According to the definition, the transition
probabilities should satisfy

)\ij :01f]7éz+landg7é()
pmn =0ifn £m+1andn #£ 0.

The homogenous Markov chains with constant transition
probability matrix are only applicable for the case where the
statistic information about the packet dropouts is complete
known. However, in real applications, due to insufficient obser-
vations, the statistic characters of packet dropout are partially
known or unknown. Thus, the Markov chain of packet dropout
should consider such uncertainties.

The general polytopic uncertainties method is used here to
describe the partially unknown transition probability [26], [48],
[49].Thus, denote P; be the ith row of the transition probability
matrix P (PYs and P™ea), which is partially unknown but be-
longs to a convex set with known vertices P’

PL'E ZajPij,Zaj:LajZO (14)
j=1 j=1

where P! (j = 1,2,3,...,s;) are the vertices of P; indicating
the polytope of the ith row, a; is the corresponding coefficient
indicating the proportion of this vertices on determining the P;,
s; is the total number of the vertices in the ith row which de-
pends on the number of the unknown or uncertain elements.

For example, consider the following partially known transi-
tion probability matrix:

0.3 04 ?
P=1"7 7 04
? 03 7

One reasonable combination for each row of the uncertain
polytope vertices can be determined as

Pl =[030.403], sy =1
P} =[06004], P2=[00.60.4], s,=2
Py =[0.7030], P =[00.30.7], s3=2
Therefore, based on (14), P; can be represented as
P, =[0.30403] =P/
Py, =[770.4] = ay P} + s Py

2
ai=1,0>0,i=12
i=1

Py =[70.37 = B1Ps + B2 P

2
> Bi=1,8>0 j=1.2

i=1

Remark 1: As illustrated above, if a row has none or one “?”,
based on the normalization constraint, only one vertices can be
generated. Furthermore, if a row contains two or more “?”, the
same number of vertices is generated.

Remark 2: 1t should be pointed out that transmission delay
and packet dropout has influence on each other, showed by
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TABLE I
DOMAIN REQUIREMENTS AND DESCRIPTIONS

Domain requirements Descriptions

The time taken by the system

Risilr\l/lge})él:r:;ﬁllin output to rise from a specified
. e low/high value to a specified
time RTnax/DTmax high/low value.
. The maximal value of the
Maximal

system output minus the expected
system output divided by the
expected system output.

percentage

Operational overshoot POy, qx

The time elapsed from the
application of the control goal to
the time at which the system
output has entered and remained
within a specified error band.

Maximal
settling time ST,,, 4

The ability of the DNCSs to
maintain the expected
performance in the presence of
the faults.

Nonfunctional Reliability

Fig. 3. If the value of transmission delay is maximum allowable
delay, packet dropout will happen and vice versa. If there is
no maximum allowable delay or packet dropout happening in
the channels, their state transitions will follow their Wiener
process or Markov chain, based on (11)—(14). Such cases can
be represented by

Pr(m =1

Pr(N;® = Ng°y +1|rp° =

Pr (r{® = 78

‘max

IN:© >0

INE® > 0
Pr (Ng* = Ng%y + 1rf® = 758

max

)
)
)
) (15)

III. PERFORMANCE ANALYSIS OF THE DNCSS

A. Domain Requirement Analysis

Table I summarizes the domain requirements considered in
the performance analysis of the DNCSs. As showed in Table I,
the performance of the DNCSs needs to satisfy many important
domain requirements, especially the requirements relevant to
the real-time operation. However, it still needs to maintain a
high level of reliability to satisfy the nonfunctional requirement.

For the single-control goal problem, the failure of the DNCSs
is defined as the performance cannot satisfy all operational re-
quirements

P(z=0)=P(PF> RTax U PF > POy U PF>SThay)

(16)
where PF stands for the performance of the system output and
2 = 0 means the DNCSs fails in a simulation.

The sequential-control goal problem consists of several se-
quential control goals which all need to be satisfied. Each con-
trol goal has corresponding operational requirements.

In this paper, the entire operation time is divided into several
time slices according to the time domain of each control goal.
Then, whether the DNCSs with M control goals fails or not in a
simulation can be determined by following

PX=0)=P(x1 =0 U 2,=0U...Uzy=0) (17)
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where P(z; = 0)(i € {1,2,...,M}) is determined by (16),
and means that the DNCSs with sequential-control goal fails in
a simulation.

B. Evaluation of the Nonfunctional Requirement-Reliability

As defined in the domain requirements, the reliability is re-
lated to the ability of the DNCSs to maintain the expected per-
formance in the presence of the faults. The Monte Carlo simu-
lation is applicable to estimate this ability under different situ-
ations of the faults, without knowing the reliability function of
system in advance. Since the faults are probabilistic and the suc-
cess or failure of the DNCSs is determined by (16) or (17), an
event-based Monte Carlo simulation is introduced here to obtain
a degree of confidence of the estimated reliability of DNCSs,
subject to performance requirements.

In this paper, the event-based Monte Carlo method derived
from [25] has two main parameters—a precision interval and a
percentage of simulations belonging to this interval. When a
new simulation marked is conducted, this simulation fails or
not are determined by (16) or (17). Then, the reliability of the
DNCSs-R; is updated, which is determined by the number of
failed simulations and the total number of simulations

Ny

Rj=1--1.

N (18)

If the difference between two consecutive simulations d; =
R; — R;_; is within this interval, the simulation s; is effective
and the number of simulations belonging to this interval NV, in-
creases 1. When the percentage of simulations belonging to this
interval N, /N; exceeds a nominal threshold, the simulation is
terminated and the final reliability of the DNCSs is obtained,
with required precision. A precision interval £2% and 95% of
simulations belonging to this interval means that 95% of d; be-
longs to £2% of R;_;.

IV. AN APPLICATION EXAMPLE

In this paper, an industrial heat exchanger system used in the
chemical industry and power plants is given to illustrate the ap-
plication of the proposed framework [41], [42]. Fig. 4 shows
a typical industrial heat exchanger digital networked control
system, which consists of a control valve, a controller, a stirring
tank reactor, a heat exchanger, a temperature sensor, an electric
boiler and the communication networks.

A. System Description and Mathematical Model

The top inlet pipe delivers fluid to be reacted in the stirring
tank. In order to promote the chemical reactions, the controller
needs to maintain the temperature of the liquid in the tank to a
constant value by adjusting the amount of steam supplied to the
heat exchanger (bottom pipe) via controlling the control valve.
Details of the subsystems are:

+ Control Valve: is the actuator and implements the decisions
from controller. The electropneumatic globe valve aperture
is installed here and adjusts the steam flow through an ori-
fice by controlling the plug appropriately. The capacity is
1.6 kg/s for steam flow and the control valve can be throt-
tled from 5% to 95% open which has linear relationship
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Fig. 4. The structure of industrial heat exchanger system.

with capacity. The time constant is 3 s. The gain of con-
trol valve is 1 and thus the mathematic model G4 (s) is
1/3s + 1.

* Heat Exchanger: is the controlled plant. In the heat ex-
changer, the fluid flows into stirring tank with constant
velocity and is heated by steam from electric boiler. The
response gain of fluid in stirring tank to steam flow is
5° C/(kg/s) and the time constant is 10 s. Thus, the math-
ematical model of heat exchanger Gp(s) is 5/10 s + 1.

* Temperature Sensor: In this case study, a three-wire
PT-100 RTD with a range of —200 °C to 600 °C is adopted
here and samples the temperature of fluid every 0.5 s. It
can withstand high temperature with excellent stability.
The feedback mechanism is unity negative feedback.

* FElectric Boiler: Constant temperature steam is generated
at a rate—4 kg/s (maximal capacity) with a pressure which
oscillates 7 and 10 bar.

* Controller: maintains the operational requirements of the
temperature of the fluid in the stirring tank by throttling
the control valve. The control signal of the position of the
control valve is computed based on the PID strategy. The
parameters will be provided in the section-“reliability anal-
ysis.”

Thus, the overall transfer function of the control process is
G(s) = Ga(s)Gp(s) = 5/30 5> + 13 s + 1.

And, g(t) = (5/T) x (/1% — €'/%), f(t) = (15/7) x
et0U/3) 1 (50/7) x 319 L 5and T = 0.5 s can be
computed for (9).

* Communication Networks: are based on the single-packet
transmission protocol. The single-packet transmission
refers to sample data or control signal is compressed into
one packet and transmitted. Single-packet transmission is
common in the communication networks with large packet
size, e.g., WLAN (802.11) which can hold a maximum of
7981 B of data in a single packet and Ethernet which can
hold a maximum of 1500 B of data in a single packet.

The existing degradation models which make use of informa-

tion from design or development are acceptable in the study of
reliability of DNCSs.
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The transmission delays (ms) for both channels are

Trilcin =10, Tr.ilcax =60, as. =25
T, =10, 755, = 50and a., = 20

where v/t — s =T = 0.5, a . and a, is the power coefficient
based on (11).

Packet dropout Ny, = {0,1,2} and N, = {0, 1,2, 3} have
uncertain transition probability matrix as

v 7 0 7?7 0 0
PNee=10.7 0 03| and PNeo= 0'?75 0 025 9
D0 o ? 0 0 7

1 0 0 0

Based on (14), V,. is represented by

Pl =[100], PZ=[010], sy =2
P1:[770]:Q1P11—|—a2P12

For N.,, it can be determined by

Pl =[1000], Pf=[0100], sy =2
P = 7700]:a1P11—|—a2P12

This representation has advantage on further topics about pa-
rameter estimation and reliability optimization. When focusing
on the effects of networked degradations on system reliability,
the degradations can be designed as: for N,., oy = 0.9 and
as = 0.1; for Noy, an = 0.85, ag = 0.15, f; = 0.6 and
B = 0.4.

Thus, the transition probability matrix can be determined as

0.85 0.15 0 0

0.9 0.1 0
New N |075 0 025 0
b= Of 8 063 =06 0 0 04

1 0 0 0

B. Reliability Analysis

1) Case 1: In this case, the reliability of the DNCSs with
single-control goal is studied. The initial temperature of the inlet
fluid is 25 °C and the optimal reaction temperature is 28 °C. In
order to ensure a satisfied reaction environment for the chem-
ical process, the heating process needs to make the fluid have a
3 °C temperature increment in 30 s and satisfies following op-
erational requirements:

* Maximal rising time: the time for the temperature incre-

ment rising from 10% and 90% of the expected tempera-
ture increment 3 °C is 9 s.

* Maximal percentage overshoot PO, : the maximal the
temperature increment should not exceed 26% of expected
temperature increment.

* Maximal settling time ST, the time for the temperature
increment has entered and remained within +5% of the
expected temperature increment 3 °C is 24 s.
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Fig. 5. Tracking performance of the industrial heat exchanger system.

The parameters of PID control strategy are computed as
K, = 1.7,T; = 2.5 and T; = 2 to satisfy above operational
requirements without considering networked degradations. The
performances of the industrial heat exchanger system with per-
fect communication networks are, RT = 6.0 s, PO = 18.1%
and ST = 19.8 s. Thus, the predesign PID control strategy is
able to ensure a required quality of the heating process.

With above PID controller and the proposed framework
in this paper, Fig. 5 shows the real-time performances of
industrial heat exchanger system at a random simulation
run. Fig. 5(a) and (b) gives the distributions of transmission
delay of each period in both channels. Fig. 5(c) and (d) gives
the changes in packet dropout numbers in both channels.
Fig. 5(e) shows the temperature increment recorded by the
controller and Fig. 5(f) shows the tracking performance of the
heating process, represented by the temperature increment of
the fluid. The operational performances of the heating process
are RT = 5.8 s, PO = 21.3% and ST = 20.7 s, which all
satisfy the operational requirements. Therefore, the DNCSs in
this random simulation are successful in delivering expected
performance based on (16), even though there exist perfor-
mance degradations in communication networks. However,
compared with the performances of the heating process with
perfect communication networks, see Fig. 6(e) and (f), the
transmission delays and packet dropouts cause obvious degra-
dation in the real-time performance. The essential reason is that
the delayed or lost data makes the controller unable to obtain
the actual state of the heating process and leads to the heating
process under false control signal or out of control.

Fig. 6 shows the real-time performances of the industrial heat
exchanger system at another random simulation run. The actual
performances of the heating process are RT = 5.4 s, PO =
46.4% and ST = 20.4 s, which do not meet the operational
requirement-maximal percentage overshoot. Based on (16), it
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Fig. 6. Tracking performance of the industrial heat exchanger system.

can be concluded that the DNCSs in this simulation fail and the
heating process is of bad quality to ensure a satisfied chemical
reaction. Fig. 6(e) and (f) show that the temperature increment
is dramatically changed which is caused by severe transmission
delays and packet dropouts.

It is also noticed that Figs. 5 and 6 show the relationship be-
tween transmission delay and packet dropout. If there is packet
dropout happening, the delay should always equal to maximum
allowable transmission delay and vice versa. These relation-
ships have been illustrated by Fig. 3 and formula (15). Afore-
mentioned analysis emphasizes that it is critical to maintain a
high level of reliability to increase the ability of the DNCSs to
tolerate the degradations and be error-free, so as to satisfy op-
erational requirements in most situations of the communication
networks. Since above discussions have also showed that the
system fails or is not probabilistic, with the event-based Monte
Carlo method, the reliability of the heat exchanger system can
be estimated.

Table II gives the reliability analysis of the industrial heat
exchanger system subject to different operational requirements
with a precision interval £2% and 98% of simulations be-
longing to this interval. 0.6360 indicates that the DNCSs in the
case study have 63.60% probability to ensure the system output
to satisfy the operational requirement-maximal settling time.
0.7775 indicates that the DNCSs have 77.75% probability to
fulfill all operational requirements.

The second line shows that the DNCSs have very low ability
to maintain the real-time performances which are achieved in
the case where there are no networked degradations. It can be
concluded that the networked degradations have significant in-
fluence on system reliability. When more strict operational re-
quirements are imposed on the DNCSs, the ability of the DNCSs
to maintain expected system output decreases sharply.
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TABLE 11
RELIABILITY ANALYSIS OF THE INDUSTRIAL HEAT EXCHANGER SYSTEM

Operational Requirements ~ RT PO ST RTUPOUST
[6s,18.1%,19.8s] 0.6139 0.1782 02673 0.0495
[75,22%.22s] 0.9945 0.6340 0.8355 0.6248
[9.26%,24s] 1 0.7420  0.8382 0.7277
[115,30%.26s] 1 0.8051 0.9613 0.7945
[135,34%,28s] 1 0.8201  0.9869 0.8176
TABLE III

OPERATIONAL REQUIREMENT FOR EACH CONTROL GOAL

ROP"F"‘“O“a‘ Goal 1 Goal 2 Goal 3
€q uirements
RTmax 9s 9s 9s
POy 15% 20% 25%
ST 20s 255 30s

From Table II, the ability of the DNCSs to make real-time
performance satisfying all three operational requirements is
closest to the ability of the DNCSs to make system performance
only satisfying the requirement-maximal percentage overshoot.
Based on (16), the smallest one will become the bottleneck in
evaluating and improving system reliability. Therefore, based
on this criterion, the percentage overshoot is the most critical
one in determining the reliability of the DNCSs among the
three operational requirements.

2) Case 2: In this case, the reliability of the DNCSs with
sequential-control goal is studied. The initial temperature of the
inlet fluid is 25 °C. The first control goal is that the DNCSs
need to have an optimal reaction temperature—27 °C in 30 s. The
second control goal is that in the next 30 s, the optimal reaction
temperature needs to be decreased to 26 °C. The third control
goal is that in the next 40 s, the optimal reaction temperature
needs to be increased to 28 °C.

Thus, there are three sequential control goals in total opera-
tion time 100 s (the number of period is 200). If all the three
control goals cannot be satisfied, the DNCSs will be regarded
as unable to maintain expected performance, based on (17).
The operational requirements for each control goal are shown
in Table III. For the second goal, the RT,,,x = 9 s indicates
that it needs the temperature decreases from 27 °C to 26.1 °C
in 9 s in the second time domain—30 s, that is 39 s of the total
operation time. For the third control goal, the POy, = 25%
means that the maximal temperature increment minus the ex-
pected increment 2 °C divided by the expected increment 2 °C
should not exceed 25%.

The parameters of PID control strategy have been computed
in advance which are K, = 1.5, T; = 10/3, and T, = 1.8.
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Fig. 7. Tracking performance of the industrial heat exchanger system.

The system performance can satisfy above operational require-
ments under perfect communication networks. And the opera-
tional performances of each control goal without considering
networked degradations are RTy = 7.2 s, POy = 12.1% and
STy =16.7s; RTy, = 7.6s, POy = 12.5% and STy, = 17.1 s;
RT3y = 7.6, PO3 = 12.4% and §T; = 17.1 s. Therefore, the
predesign PID control strategy is capable to ensure the quality
of the heating process with sequential-control goal.

When considering the networked degradations, the real-time
performances will have significant performance degradations
and the ability of the DNCSs to maintain expected performance
will be affected. Fig. 7 shows the real-time performances of in-
dustrial heat exchanger system for one random simulation. The
operational performances for three control goals are RT} =
7.0s, POy = 17.5% and 8Ty, = 21.3s; RT, = 7.6 s,
PO; =16.6% and ST, = 16.2s; RT3 = 2.4 s, PO3 = 55.3%
and ST5 = 21.1. Base on (16), the heating process does not
satisfy the maximal percentage overshoot and maximal settling
time of the first control goal and maximal percentage overshoot
of the third control goal. Therefore, the DNCSs in this simula-
tion fail to deliver expected performance according to (17). In
Fig. 7(e) and (f), an abrupt rise in the temperature increment ex-
ists because of the severe packet dropouts at the time domain of
the third control goal. The continuous loss of the sample forces
the controller to take the previous information to make deci-
sions. Eventually, the real-time performance obviously exceeds
the operational requirements of the third control goal.

Based on the event-based Monte Carlo simulation method,
the system reliability and detailed information about the
DNCSs subject to sequential-control goal are obtained.
Table IV presents the reliability analysis of the industrial heat
exchanger system as a tabulated function of different oper-
ational requirements with a precision interval +2% and of
simulations belonging to this interval.
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TABLE 1V
RELIABILITY ANALYSIS OF THE INDUSTRIAL HEAT EXCHANGER SYSTEM

[7.25,12.1%,16.7s]; [85,13%,18s]; [95,15%.20s];

[108,17%.22s];
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Operational Requirements [7.6s,12.5%,17.1s]; [85,16%,22s]; [95,20%,25s]; [10s,24%,28s];
[7.65,12.4%,17.1s] [8s,18%,24s] [9s,25%,30s] [10s,32%,36s]
RT, 0.7822 0.9886 1 1
PO, 0.1485 0.3568 0.6543 0.7351
ST, 0.5545 0.7060 0.7766 0.9171
Goal 1 0.0693 0.3321 0.6273 0.7110
RT, 0.7525 0.9467 0.9959 1
PO, 0.1485 0.6584 0.7766 0.8072
ST, 0.5842 0.8877 0.9841 0.9954
Goal 2 0.0396 0.5956 0.7719 0.8059
RT, 0.7426 0.9600 1 1
PO, 0.1683 0.7165 0.8213 0.8172
ST 0.4554 0.9762 0.9994 1
Goal 3 0.0198 0.6727 0.8213 0.8172
Reliability 0 0.1446 0.3986 0.4744

For example, [9 s, 15%, 20 s], [9 s, 20%, 25 s], and [9 s, 25%,
30 s] are the operational requirements of the three control goals,
which have the same meanings illustrated by Table III. 0.6543
of this row indicates that the designed DNCSs have 65.43%
probability to satisfy the requirement-maximal percentage over-
shoot of the first control goal. 0.7719 indicates that the DNCSs
have 77.19% probability to fulfill all operational requirements
of the second control. Thus, 0.3986 indicates that the ability of
the DNCSs to make the system performances satisfy all opera-
tional requirements of the all three control goals is 39.86% out
of 100%. Therefore, the system reliability is defined as 0.3986.

When taking into account the networked degradations, the
predesign DNCSs have zero possibility to maintain the same
performance which can all be obtained in the case of perfect
communication networks, see the second row of Table IV.
When setting less strict operational requirements, the ability of
the DNCSs to maintain expected performances increases.

V. CONCLUSION

In this paper, stochastic model of the DNCSs is improved
from two aspects. One is applying Markov process-reflected
Wiener process to describe the continuous time delays and using
independent homogenous Markov Chains to model the behav-
iors of packet dropouts. The other one is applying the difference
equations to describe the stochastic model of the DNCSs. This
novel model not only releases the assumption that the behav-
iors of faults in one period are independent from other periods,
but also provides better evolution of the real-time system per-
formance. The influence of the transmission delays and packet
dropouts on the DNCSs can be clearly tracked.

The domain requirement analysis consists of operational
requirements and nonfunctional requirements. The DNCSs
conducting certain tasks are considered to be a failure if the
dynamic performances do not satisfy all operational require-
ments. The nonfunctional requirement-reliability quantitatively
defines the ability of the DNCSs to deliver expected operational
performance at the presence of the degraded communication
networks. A statistical approach is used to estimate such value

which is derived from event-based Monte Carlo simulation
method. The proposed reliability assessment method is appli-
cable for general cases, regardless of the different structures of
DNCSs.

The application example shows that the imperfect com-
munication networks degrade the dynamic performance of
the DNCSs. The reliability is dynamic and changing with the
operational requirements. Future works could be aimed at the
optimal parameter design of the control strategy to improve
the reliability of the DNCSs subject to different operational
requirements. Also, data-driven modeling methods can be
applied here to get a better description of the networked degra-
dations. The proposed framework has potential in solving the
reliability problems related to more general systems, especially
the nonlinear control systems.
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