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Outline
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@ System components
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System components

System components

Process Management, i&ﬁ.%ﬁfﬁ

Main Memory Management, M #F%

I/0 System Management, I/0% 32

File Management, X# % 3

Secondary-Storage Management, %45 /4MG % 3

Command-Interpreter System, #p4- R 2 4

Protection System, &7
Networking, R %
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1 process(or processor) management

0 I/ T » A B EITRHSEAVA.AL (process) A #EA4E >
R BEZET a4 A #4% ™ (process management) o

(1) process control

) create/destr‘oy a process ;
suspend(3##2)/resume(1% ) a process

@ process state(#F2JK A ) transfering
@ —fx W process control primitives(#AZFEH|R1E) 7 AR,

March 18, 2015 6 /75
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1 process(or processor) management

(2) process synchronization(F] )
o A S ANAEA L ARFHIELT » HE Lsynchronization
mechanism( B FAu4l) o
@ including

process mutual exclution/synchronization(#42Z FF/R¥) ;

dead-lock avoidance, prevention, detection and resolution
(A EE F, ~ FABy ~ AW Al IR
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1 process(or processor) management

(3) Process communication

o BRTHAEA » 4o WAL ~ T HBA ~ ITH R AL

A1z BA% %
o £A :

o directly(HAE#IZ) ¢
P, &Zmsg » Pplmsg

msg

PA%PB

o indirectly(JAl3£143) .
Py X msg®| P 8] IR (demailbox) » Py A P 18] SR lkmsg

P, =% MailBox =% Py
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1 process(or processor) management

(4) Job scheduling and process scheduling

@ Job scheduling :

AME LR R TR AN FRE LA » FARZRAGKL AT
@ Process scheduling :

JRFR L T F| & ik H A A2 0 9 BeCPU » & X AT o
@ Schedule algorithms :

FCFS ~ 1 oA %

18, 2015
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2 Main Memory Management (% fi& & ¥2)

@ Main Memory, MM:

@ a large array of words or bytes, each with its own address

@ A repository of quickly accessible data shared by CPU and
1/0 devices

@ A volatile storage device

@ Maybe the most architecture-specified component of 0S

@ Activities

@ Keeping track of memory usage
© Deciding which processes to load
© Allocating and deallocating memory space

anchen@ustc.edu.cn http:// f0117401: Operating System T+JL March 18



2 Main Memory Management (% fi& & ¥2)

GOAL : iR Fig ) » AR/ EH A F

(1) Memory allocation

@ #AHH :
@ HAE LEAEFT
#

FEAH L BRGRIBLEN AN E S
Bo e B A

(2) Memory protection

o #l:XBELETRFAHE >
HEHLJITARLE (—
A AR 23

xlanchenoustc.edu.cn http://staff 0117401: Operating System +FAU/RE 5%

(3) Memory mapping,

A A B4t
@ i EE :duhk
@ FHFIA:F H k(48 2 ak)

@ W E IR 43k (4 2 3 hk)

(4) Memory expansion,

NGV A

0 MAEAHERK  NEBH LY
ARNGEE

0 ALEA I HREN/E#H
DR LR HHAK

March 18, 2015



3 I/0 system management

@ I/0 subsystem(I1/0F A& 4.)
@ To hide the peculiarities of specific hardware devices from

the user

@ Maybe the most complicate component and has largest line of
code (LOC)

e Various device

@ Consists of

@ Buffering, caching, and spooling
@ A general device-driver interface
@ Drivers(JE#)) for specific hardware device

anchen@ustc.edu.cn http://staff 0117401: Operating ¢ MR R G% March 18,



3 I/0 system management

GOAL: R Z1/0F| A A= B » 1@ A P

(1) L& HE

Buffer(%;;%’[:) B & AR RCPU-1/0F fi » 4w
CPUBM 2 4Rl LT X o

(2) device allocation(% & %-&2)

B3 1 %% XEER S > 1/0i 18 69 4 FeFe =K

o IEME FHATEIFIRAE » Ed51% ~ B F AL EGCPUA F B o
o RENE/RAHARF & REARIER P I/0F R » B it RBERS o
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3 I/0 system management

(4) Device Independence (% &7 M) and

virtual device (& L% %)

@ Device independence(1& &% M%)
Bprogram4 BAR 691X & & % ©
{fprogram%) T ET & @ » ¥he T T H M o

@ Virtual device
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4 File management( L% 32)

@ A file 1is a collection of related information defined by

its creator.

@ Commonly, programs & data
@ A logical storage unit

@ Activities

@ File creation and deletion

@ Directory( B %) creation and deletion

© Support of primitives for manipulating files and directories
@ Mapping files onto secondary storage

@ File backup(#%1)) on stable (nonvolatile) storage media

2 xlanchen@ustc.edu.cn http://staff 0117401: Operating tem THHEAURE 5% March 18, 2015 11 / 75



4 File management( L% 32)

GOAL: 712 P » ittt

(1) CHBIe e %R

o il : IMAARELHKE AN REEXFKRGBR » FRAE
" RTG A

(2) Directory management( B &% %)
o M Pi LB » RFHRE -

(3) LH#yiE ~ 5B fe FRIEH (BPRAP)
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5 Secondary storage management (44 7 % %)

@ Usually disks used to store data that does not fit in main
memory or data that must be kept for a “long” period of
time.

@ Proper management is of central importance

@ Entire speed of computer operation hinges on disk subsystem
and its algorithms

@ Activities

@ Free-space management
@ Storage allocation
@ Disk scheduling

@ Some storage need not be fast

o Tertiary storage includes optical storage, magnetic tape

e Still must be managed

o Varies between WORM (write-once, read-many-times) and RW
(read- write)

hen@ustc.edu.cn http:// f0117401: Operatin; tem THHEAURE 5% March 18, 2015 13 / 75



6 User Interface & Command-interpreter

system(#p & fEH A %)

User Interface(A piEo)

(1) 44 4o
o M—4 “H47 RUMAR o SABMABAA P D

o ALK P T : & — 4t EIRAE G ARG A AEBALT PT AR
o Bl (LA FIET) : FAICLEAE LA B

(2) #FH#Ew

@ system call( A% AR )
0 HB/IET M E K WCE

(3) A &

@ t win®jcopyXH > RA “H” RT& £F 0 A FiLk

\
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6 User Interface & Command-interpreter

system( 44 2R A 4L)

@ Command-interpreter (44 E42)5):

@ The interface between the user and the 0S
@ allows users to directly enter commands
@ In the kernel or as a special program

@ Function: To get the next command statement and execute it.
Examples:
e Control-card interpreter (34| FM#42)7): batch system
e Command-line interpreter (4447 E42/5) 1 DOS
@ Shell: UNIX
o GUI(EM A F f-#): Macintosh, whindows,

@ Implementation of command

e a part of the command interpreter, or
a system program, such as UNIX.

xlanchen@ustc.edu.cn http://staff 0117401: Operating System 1 545 March 18, 2015



6 User Interface & Command-interpreter

system(#p &R A %) :

Hellcoma to Mo-DU5 7, 1H. ..

Copuyright Hicrosoft Corp. All rights resecwad.

Killer v1.8 Copuright 1995 Uincent Penquerc'h.

Hiller installed in mesory.

DOSHEY Inztalled.

NOSLFH B. 320 loaded consuning 11840 bytes.
GHARE «7, 1H (Revizion 49,11, 1492}

Lopyright (o) 1H89-2HHAS Datalight, Inc.

instal led

CuoteMousze w1.9.1 [DO5]
Installed at P52 port

Locking wolimes, | .

How you are in MS-0U5 7,18 proapt. Type "HELF®

Coh0

2 xlanchen@ustc.edu.cn http://staff 0117401: Operating System T+JLALR I 5%
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6 User Interface & Command-interpreter

system(#p &R A %) :

|!| i linux-2.6.26 : bash o & @
M W =HE O B® BE oW

xlanchen@ubuntu:~/workspace$ cd linux-2.6.26/ =
xlanchen@ubuntu:~/workspace/linux-2.6.26% 1s

arch Kbuild samples

block kernel scripts

COPYING lih security

CREDITS MAINTAINERS sound

icrypto Makefile System.map

Documentation mm tags

Idrivers modules.order  temp

fs Module.symvers usr

include net virt

|init README

ipc REPORTING-BUGS wmlinux.o
xlanchen@ubuntu:~/workspace/linux-2.6.26%

'xlanchen@ubuntu:~/workspace/linux-2.6.26%

_xlanchen@ubuntu:~/workspace/linux-2.6.26%

‘xlanchen@ubuntu:~/workspace/linux-2.6.26%

x lanchen@ubuntu: ~/workspace/linux-2.6.26% [
xlanchen@ubuntu:~/workspace/linux-2.6.26%

Exlanchen(ﬂubuntu:—-/workspace/linux-2.6.26$ [ ] &

I linux-2.6.26 | bash |

lancheneustc.edu.cn http:/, F 01: 0 ing System A AURE 5% March 18, 2015 16 /



6 User Interface & Command-interpreter

system(#p &R A %) :

speedupper

E&,,.@ % v 18:52
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6 User Interface & Command-interpreter

system(#p &R A %) :

ot Ez\WINDO¥WS\system32\cad. exe

icrosoft Mindows KP [hRE 5.1.26001
> JRATERAS 1985-2081 Microsoft Corp.

E:\g%menﬁéﬁ% S%E;]i_gs\xlanchen)dir
K= E 3k lf% o o
FHIFF|S-2 34FB-B3E?

E:\Documents and Settings“xlanchen E)\]ESTQL

<DIR>
<DIR>

<DIR> [ FFof | i
<DIR> My Documents
<DIR> Favorites

] <DIR>
o ]I o FT
6 -"HF 16.833.316.864 —Jﬁﬁ

E:“Documents and Settings“xlanchen>_

44 2 xlanchen@ustc.edu.cn http://staff 0117401: Operating System tJLALR 5% March 18, 2015 16 / 75



7 Protection and Security system

@ Protection — any mechanism for controlling access of
processes or users to resources defined by the 0S

@ Security — defense of the system against internal and
external attacks

o Huge range, including denial-of-service, worms, viruses,
identity theft, theft of service

@ Systems generally first distinguish among users, to
determine who can do what
o User identities (user IDs, security IDs)

@ associated with all files, processes of that user to determine

access control

o Group identifier (group ID)
@ Privilege escalation allows user to change to effective ID

with more rights

75
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Outline

Q HEALN AR RS~ 4iE

@ 0S Services
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BAFAA SR » REBHER "IRE” O XRELA P
o XR‘BITHS

o RALZAPT/0421E

o R AL AN

o MRS

o RIEEHALNIR %

o xt iRty B AT E

o * WREE A HATH I (TK)

o A LMATIRI

BEAARBIR S RIERFT N——system calls(ALEMA)
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Outline

Q HEALN AR RS~ 4iE

@ System Calls & Types
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System Calls

Programming interface to the services provided by the 0S

Typically written in a high-level language (C or C++)

Mostly accessed by programs via a high-level Application
Program Interface (API) rather than direct system call use

@ Three most common APIs are

@ Win32 API for Windows,

o POSIX API for POSIX-based systems (including virtually all
versions of UNIX, Linux, and Mac 0S X),

e and Java API for the Java virtual machine (JVM)

@ Why use APIs rather than system calls?

xlanchen@ustc.edu.cn http://staff 0117401: Operating System 1 VRE % March 18, 2015



Example of System Calls

@ System call sequence to copy the contents of one file to
another file

source file destination file

Y

@ Example System Call Sequence

Acquire input file name
Write prompt to screen
Accept input

Acquire output file name
Write prompt to screen
Accept input

Open the input file
if file doesn't exist, abort

Create output file
if file exists, abort

Loop
Read from input file
Write to output file

Until read fails

Close output file

Write completion message to screen

Terminate normally

\
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Example of Standard API

@ Consider the ReadFile() function

@ Win32 API—a function for reading from a file

return value
BOOL ReadFile ¢ (HANDLE file,
LPVOID buffer,
DWORD bytes To Read, | parameters
LPDWORD bytes Read,

function name LPOVERLAPPED ovl);

@ A description of the parameters passed to ReadFile()

@ HANDLE file—the file to be read

@ LPVOID buffer—a buffer where the data will be read into and
written from

@ DWORD bytesToRead—the number of bytes to be read into the
buffer

@ LPDWORD bytesRead—the number of bytes read during the last
read

o LPOVERLAPPED ovl—indicates if overlapped I/0 is being used

2 xlanchen@ustc.edu.cn http://staff 0117401: Operating tem THHEAURE 5% March 18, 2015



System Call Implementation

@ Typically, a number associated with each system call

@ System-call interface maintains a table indexed according to
these numbers

@ The system call interface invokes intended system call in
0S kernel and returns status of the system call and any
return values

@ The caller need know NOTHING about how the system call is
implemented

e Just needs to obey API and understand what OS will do as a
result call

@ Most details of OS interface hidden from programmer by API

@ Managed by run-time support library (set of functions built
into libraries included with compiler)

anchen@ustc.edu.cn http://staff 0117401: Operating ¢ +HEARE 5% March 18, 2015 24 / 75



API — System Call — O0S Relationship

user application

open ()
user
mode
system call interface
kernel
mode A
> open ()
: Implementation
[ » of open ()
3 system call
return

heneustc.edu.cn http:// f0117401: Operatin: tem THHEAURE 5% March 18, 2015



Standard C Library Example

@ C program invoking printf() library call, which calls

write() system call

#include <stdio.h>
int main ()
{

.
.
.

— prinif ("Greetings");
.

.
.

return 0;
1

user

mode

4{ standard C library l—
kernel

mode

write ()

write ()
system call

2015 26 / 75
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System Call Parameter Passing( % #i4%i%)

@ Often, more information is required than simply identity of
desired system call

o Exact type and amount of information vary according to OS
and call
@ Three general methods used to pass parameters to the 0S
G’ Simplest: pass the parameters in registers
@ In some cases, may be more parameters than registers

‘3 Parameters stored in a block, or table, in memory, and
address of block passed as a parameter in a register

@ Linux and Solaris

© Parameters placed, or pushed, onto the stack by the program
and popped off the stack by the operating system

Block and stack methods do not 1limit the number or length of
parameters being passed J

hen@ustc.edu.cn http:// f0117401: Operatin; em T+ FAUR I 5% March 18, 2015



Parameter Passing via Table

— X

register
X: parameters
for call
®| use parameters code for
load address X / from table X system
system call 13 > call 13

user program

operating system

2 xlanchen@ustc.edu.cn http://staff 0117401: Operating tem THHEAURE 5% March 18, 2015 28 / 75



Types of System Calls

@ Process

control (# A2 44| £)

@ Command interface via the command interpreter, or, GUI via a
window system

o Load and execute a program

Control a running program: halt its execution either normally
(end) or abnormally (abort)

@ Programming:

create process, terminate process
get/set process attributes

wait for time, wait event, signal event
allocate/free memory

e debugging: trace, ptrace, etc.

lanchenoustc.edu.cn http://staff 0117401: O i S em T I 5%



Types of System Calls

@ Process control (#A2424] %)
@ example: process control of MS-DOS
a single-tasking system
@ start with its command interpreter
@ for a command: does not create a new process
(1) load and execute
(2) resume

free memory
free memory
process

command
interpreter _Command

interpreter

kernel kernel
(a) (b)

u.cn http://staff 0117401: Op



Types of System Calls

@ Process control (#A2424] %)
@ example: process control of FreeBSD
a multitasking system
@ a shell is run when a user logs on
@ for a command: fork()+exec(), and
wait for the process to finish, or runs the process “in the
background”

process D

free memory

process C

interpreter

process B

kernel

lancheneustc.edu.cn http:/, £ 0 0 0 i T+E 15 March 18, 2015 29 / 7




Types of System Calls

@ Process control (#A242H £)

Q@ file Management( L& HE %)

o create/delete file
e open/close, read/write/reposition
o get/set file attributes

anchen@ustc.edu.cn http://staff 0117401: Operating ¢ MR EG% March 18, 2015



Types of System Calls

@ Process control (#A24EH X)
Q@ file Management( L EHE %)

@ Device Management(1& & EHEX)

request/release device
read/write/reposition

get/set device attributes
logically attach/detach devices

anchen@ustc.edu.cn http://staff 0117401: Operating ¢ MR EG% March 18, 2015



Types of System Calls

@ Process control (#A24EH X)
Q@ file Management( L EHE %)
@ Device Management(1& & EHEX)

@ communications(i#13 X)

create/delete communication connection
send/receive messages

transfer status information
attach/detach remote devides

anchen@ustc.edu.cn http://staff 0117401: Operating ¢ MR EG% March 18, 2015



Types of System Calls

@ Process control (#2424 %)
Q@ file Management(LHEHE %)
@ Device Management(1& & & HEX)
@ communications(i413 £)

o Message-passing model

@ Message-passing model and Shared-memory model

Process A
Process A

el 1

Shared memory :
2
Process B Process B
ok
Ternel

(4) Mg passing (b) Shared memory

anchen@u .cn http://st 0117401: Op T 4 7 March 18, 2015 29 / 175



Types of System Calls

Process control (#F23E4H )
file Management( L% %)
Device Management(i% &% %)

commun1cat10ns( fa?Q)

infomation ma1ntenance(fa,u ﬁipéi)

o get/set time/date/system data/process, file, device
attributes

Q itk
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Outline

Q HEALN AR RS~ 4iE

@ system programs
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system programs

@ A collection of system programs
provide a conveniet environment for program development and
execute.
o file management/modification, status information,

programming-language support, program loading and execution,
communications

Different users & Different APP.

| USERI || USER2 |‘ USER3 | o o o USERn
| ]
Complier ~ Assembler  Text edit Database system_L>
omplier sembler editor . ase system

SYSs. & APPs

u.cn http://staff0117401: Operating



Q HEALN AR RS~ 4iE

o BAE AL IFIE
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Bk A% 084 (%)

o 47 vs. H X%

o HITZMAXSANFMHER —HARAE -

o HAZARS NFHER —EEBALRAE -
@ Program vs. Process(i#42 )

o Program : # & 18

o Process : # & £k
@ A program in execution.
o RAL PR LETHMEN KRS ERMERELL o
0 FIANEAE » BRIIBAITH FALT HEA o
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B A AR 4T AE

0 ARFTHRBRTHANAZFT ZNHFRXPATHHARLE A
o AREZE VS, FitirH

o AREF  —HIIRAF—/NHALG % KR
o FIBi51F : A LA & T FrHg
1R R A — B R AR AT — AN A R 6 TR

IR Ao FEARAE A 09 P A IR ARG AFAE o
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A A Gty 4 AE

0 i MR EMBERIE—NIMMWEZERTASTFAZHEH LYt RY -
o HnA ML & AT R 69 R PG B AR &k 0 R MR &89
RELREMEREGREN]L/n o

4 F

&

172 B T Hide o

B
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o A EgHAREA
o BRAKA
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Y
e
xwa0d
b=

o HAARX — KRB » MW ALE20H 605K » EMAEEILZIR
(MIT) #4MULTICS % %= IBMA 3] 89CTSS/360 & %4 3] A8y

o MBI ALAILHAL (Process) A F4%k 5B L3EL M
NG~ 1/05 2 A6 &F0 TR » A FZ I 31+ FAL A 89 3 & 324
MUH] o

o Rt BEmMET TELROIE
HAEE AR S RABERY S BENAETUAREAES
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Y
e
xwa0d
b=

o #AZAY I 7 ]

o HuALE R P A RAD ~ FAEAERF A B RE T — MR AZATREMAT
B1E %

HBEMAEFAEL ET

o BILARFIGAH ~ RIS VUR LG T E R
0 RTT —ABALM L ATHATIHE R o
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Y
[
xwa0d
b=

o Bt
o MERBFALFTINAIEN; R IEH 0 X4 o
o ME FRARNABREYN KA ML A RELHEZIR
o B HE A A R EE AR ~ e B~ HAZ L o
o WEILEEE kb
o W KIERAE
o ATHALNTH ERLTH AL
o — kiR R Ak
°o %
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}j:":
e
i
b2

o uhAZ ] 3R 13 AL

AT #ARZ R 13 8

AT AL R #AT IR B E— 8 AR o

AR T o HARZ R RIS LA A AR FEIE B o
F LG AL R R4S AL BLAE

-

o 55~ BHE -~ Tl HENF - £HEFo
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o AAEMHEAM
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ZAERA

o BB NABZKEM LR MK o
o KHAMYPIT ET LM AR EF T &%
HAFE T AL o
0 RAEAIE A JE AR Mt 7F 1A) P 8 AT BhaE

° ii%ﬁi R P o HART AL L EARN > T T S AA2H o
o EH AR P Ay AL T UUH R AL &AL o
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ZAERA

o fEfT—ANEAZH B T HEA#AE o

o RIEZLT 3"%@&&@}5‘ s AL/ BRAREEIE S P S B @fE A
WEERETHERAER  BPH#AZ A Fo A2 )E] o

o MF » ARBEARERSHENTIMARAEZLRR 9 AFHE LY

o 4 :

o WAL AR AY RALZ A FT VAE T AL Mo hE F A B F L S RIE
T T sl KR A% G 6 2 A2 8] 3R AZ U] o
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@ OS structure
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0S structure

o MR A %M (Software Architecture)
SR AR BRI FGER -
@ Bassf£20035 X TARAHK R 692 3L ¢
o “MMRAZMA—FAALGEN  REMHOERHALE - LEYN
SRR A BT S LEZ A LR o
o Ak OSIKALM B TILA 7@ !
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0S structures

@ 0S as a system software, is large and complex

@ Software engineering: to function properly and be modified
easily

e partition into small components (vs. one monolithic system)
o carefully define the inputs, outputs and function of each
module

@ How the OS components are interconnected and melded into a
kernel

Simple structure( £&H » RFHLHLEH)
Monolithic kernel(fﬁ'—jiﬂiii)

Modular kernel(#£324t.4#7)

layered approach( 2R 4#7)

Microkernel( the first and the second generation)
Hybrid structure((&4 M%)

Exokernel (9M4%)
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1 simple structure( f&] &4 47)

@ Initially,
@ Not a well-defined structure
@ Started as small, simple, and limited systems

@ limited by hardware perfromance and software technique at
that time
e no clear system structure(ZH EWeg1kZ 44 )

o BIEAAGMALIRAM P MALF R —Ae » o Bl — NIk % 7]
EiE47 s BRZ T A4 BAEZIR A

@ Example: MS-DOS, the original UNIX and some early or small
embedded system
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Example: MS-DOS

@ Example: MS-DOS, written to provide the most functionality
in the least space
o Not divided into modules
o The interfaces & levels of functionality aren’ t well
separated

@ APP can access the basic I/0 routines
@ Limited by hardware Intel 8088, no dual mode & hardware
protection

A
Application program

Resident system program

MS-DOS device drivers

ROM BIOS device drivers
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2 Monolithic structure( ﬁ" NAZEH)

o MAERMTEAMMKE HEFE - AL EARNBEELALN HFL
R BIEARNEMA THORZK
o system call(AZAM): RAREAAGAP AR FRETX
@ kernel: everything below the system call and above the

physical HW.
MAEBREARGDRBRAS EHRAGAR X ALARRE £
o WA T H— ~ IR KeGARE AL A

@ This is called
Monolithic structure/ Monolithic kernel(#— K N 4%)
o MPRMARMAMIEFE/FF/ALRAAY T N ABRERAL
RAEGIR %
o AP MALFZ AR it &4+ IPCi# 47315

@ disadvantage: difficult to implement and maintain.
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Example

(the users)

System programs

Kernel:

a large
number of
functions for
one level
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3 Modular kernel (#3425 4)

o MARMAEABARYGEIE » F—KRAMEMNOBELAAEZHRAT
AL 7k
o B Z A LT ARIFEY VAR ER A 69 X2 693 o
o E—RHREIRZTRMEAAN T4 K -
@ Some techniques

@ Object-oriented programming
@ dynamical link
@ dynamical loading

@ Example implementations of UNIX, such as Solaris, Linux,
and Mac OS X.
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Solaris Modular structure

@ the Solaris 0OS structure = a core kernel + 7 types of
loadable kernel modules.

scheduling
classes

device and
bus drivers

core Solaris
kernel

loadable
system calls

miscellaneous
modules

STREAMS
modules

executable
formats
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4 layered approach( B R%#7)

o M FOSEALRZ A K HERM A L HA I KA > H3&
WML » A F AR
@ In the layered approach,

o the system is broken up into a number of layers/levels

@ Bottom layer (layer 0): HW;
Highest (layer N): the user interface.

@ each layer can only use the operations provided by
lower-level layers, and provides certain operatons to
higher-level layers

e each layer hides the existence of certain data structures,
operations and hardware from higher-level layers.

T layerN
user interface

/ — X

/ 7 layert

J / . \ ‘\
/ / 4 \ \ | Layer M
Pl () Neo T
) opersions

hidden
operations

Existing
operations




layered approach( B R4 #7)

@ Advantage is simplicity of contruction and debugging.
o debugged from the first layer up to the higher-level layers.
@ Disadvantage:

@ Difficulty: appropriately dedining the various layers.
o tend to be less efficient

@ have caused a small backlash against layering.

Bl el el

‘ Application-programming interface | API extension |
‘ Subsystem | | Subsystem ‘ | Subsystem | Fewer layers,
more functionality
System
kemel ®  Memory management

®  Task dispatching
®  Device management

Divice driver | Divice driver | Divice driver Divice
R | s | m— | —

0S/2 is a descendant of MS-DOS that adds multitasking & dual-
mode operating, ...

m AR 5



layered approach

o RIEF—ENFEHRZAASHEAERN XA » BREMH—FK
R4 A
o AFMIRME A% » Ww19685F-DijkstraZ A X 49 THE A 4
o FRHMBIFAL WSS KRFENSUERIEAL o
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5 Microkernels(# A 4z) 1

@ In the mid-1980s, Richard Rashid developed an OS called
Mach that modularized the kernel using the microkernel
approach at CMU.

@ all nonessential components are removed from the kernel and
implemented as system and user-level programs running in
user-space.

@ a smaller kernel, the function including:

@ provide minimal process and memory management
@ mainly, provide a communication facility between client and
server program: message passing(GH Bi%i%)

@ Benefit :

o case of extending the 0S.( ¥ EMt)
@ easy to port from one hardware design to another.( [ A4 M)
e more security and reliability. (A MWF= T SEMH)
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5 Microkernels(# A 4z) 11

@ Example:

@ Mach, Tru64 UNIX via Mach kernel, QNX.
o Windows NT?—Windows XP

@ Disadvantage:

@ performance decrease due to increased system function
overhead.

@ the first generation of microkernels (% — XA %)
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the second generation of

microkernels( % =X A +%)

@ One approach to solve the performance problem of
microkernel

o IPCT
@ called the second generation of microkernel
o typical example: L4

anchen@ustc.edu.cn http://staff 0117401: Operating ¢ MR R G% March 18, 2015 59 / 75



6 hybrid structure(}&4& M 1%)

@ another approach to solve the performance problem of
micorkernel: hybrid structure

o FRMAM e — R X4 MERLFFRHEL T EH WA AP >
o ZoWindows NT 4.0fe B M AL T H e A R AL VAR SHEEE o

o WA EKBTHARBTHEEALNYGY LM~ RIERPTERFS
& A7 A R 6948 R
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‘Windows NT C/S structure

@ The first release of Windows NT has a layered microkernel
organization.

o Low performance <Windes 95
@ Windows NT 4.0: some layers moved from user space to kernel
space and integrating them more closely.

@ Windows XP: more monolithic than microkernel.
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the Mac 0S X structure

application environments
and common services

kernel
environment

@ layered technique with one layer consists of the Mach microkernel

@ Mach provides memory management, support for remote precedure calls
(RPCs, A2 #29H ) and IPC facilities include message passing, and
thread scheduling.

@ BSD kernel provides a BSD command line interface, support for networking
and file systems, and an inplementation of POSIX APIs, include Pthreads.

@ Additionally, an I/O kit for development of device drivers and
dynamically loadable modules, which referred as kernel extensions

I 5%
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@ Exokernel#t i TIMZ9MEA » © R B IFRE AL H 0Bk
LI C o=,
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INEROSTR A M 0 R TR T A
o IRT MELM A » BAEALFHE AL — AR

o MR FBI TR/ FF/ALBERGENFRI A FREGRS ;
o MAZ M ERAL S Z A KA 4008 A 69 X A A
(BT ALRXERE)

o A AGIRB AL 094k § R AL/ B AL
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@ Virtual Machine
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Virtual Machine(J& #40)

@ A vi
conc

rtual machine takes the layered approach to its logical

lusion.

It treats hardware and the OS kernel as though they were all
hardware

@ A virtual machine provides an interface identical to the

@ The
exec
memo

@ The
the

underlying bare hardware

0S creates the illusion of multiple processes, each
uting on its own processor with its own (virtual)

ry

resources of the physical computer are shared to create
virtual machines

CPU scheduling can create the appearance that users have
their own processor

Spooling and a file system can provide virtual card readers
and virtual line printers

A normal user time-sharing terminal serves as the virtual
machine operator s console

anchenou

.cn http://st 0117401: Op: m HHEIRE G March 18, 2015 66 / 75



system model

processes
[ programming/
- .~ interface
v
kernel
hardware

(a)

processes
processes
processes
v v v
kernel kernel kernel
VM1 VM2 VM3

virtual-machine
implementation

hardware

(b)

@ Advantage:

@ pretection via isolation

@ 0S developed online over virtual machine




Example: VMWare Virtual Machine

application application application application

guest operating guest operating guest operating
system system system

(free BSD) (Windows NT) (Windows XP)

virtual CPU virtual CPU virtual CPU

virtual memeory virtual memory virtual memory

virtual devices virtual devices virtual devices

virtualization layer

|

host operating system
(Linux)

hardware

CPU ‘ memory ‘ /0 devices




Example: Java Virtual Machines

Java program
= --1- class loader -1-
.class files i B

v

host system
(Windows, Linux, etc.)
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o AL EN
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0S design and implementation

@ The first problem in designing a 0OS is to define
goals( B 47) and specifications(F4&).

o requirement(E k)

@ One important principle: the separation of policy from
mechanism( L4 Fo R ek A8 4~ & )
o mechanisms(#L#]) determine how to do something(&efT sk #4);
o policies( %) determine what will be done(f1ft2).
o Example: timer(ZHF ) ~ priority({E &%) s microkernel VS.
Apple Macintosh

@ implementation

o Traditionally: assembly language(/L%1E % ) —Now:
higher-level languages such as C/C++

@ advantage: write the 0S faster, more cmpact( ¥/&), easier o
understand and debug, easier to port(f?%ﬁ),

@ possible disadvantages: speed|and storage requirements{ . No
longer a major issue.
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Q BiEAGI M RS - HiE
@ System components

0S Services

System Calls & Types

system programs

RIE A AR
@ 1tF AL SR A A

o HAEA

o AAEEA

@ 0S structure

@ Virtual Machine
o AL/ XITH £

Q 4L
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£ b

o ’f%‘ﬁ’? AR IR0 A AN AR AT A
T2 RBAERGAGIR AR 75"}3“‘3 ?
ﬁ%%%%ﬁﬁﬁ%%?
Describe three general methods for passing parameters to
the operating system.

What are the two models of interprocess communication?
What are the strengths and weakness of the two approaches?

Why is the separation of mechanism and policy desirable?

A 2B G R B - AN ANHEHRM ?
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EAAE

o fAlinux?P *» BB — M5

L# RO E—pipeGR|E—/NTFHA
KA S AT B R A= B 2

X#RHE A THAE ST FREGRET
R#EK A LR FTEdpiped T4
FHEMEACHABR TR ABEGRELT
®JE 0 L TFHABPAT B IS o

T : getpid » pipe ’» write » read » close » fork » execve

1% A straceSRIZ L FHARMETHRL » THEFZITE
ARG PEITAREY -
st PATRFHATRIC % » TR P AR5 T ik Riglk
AL AL o
R EMEE - A

o REBRFNHARTALYMHREM R

o % ﬁﬁif?ﬁﬁliﬁi? B A6 4% 0 AR kIR 6 7 ik

o MLERARMIiBITERGBA
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