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System components

System components

Process Management, #42% M

Main Memory Management, M 7% 3

I/0 System Management, I/0% 2

File Management, SC#% 32

Secondary-Storage Management, %75 /4MG % 3%

Command-Interpreter System, “p4-fRE 2 4

Protection System, &iF
Networking, R %
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1 process(or processor) management

BeAR A # 42 (process) A #A4L »

¥ (process management) ©

o SUFRT + AWEHEITA
S48 5 4 S8 T )2 4 0 it

@
2%

v

(1) process control

) create/destroy a process ;

suspend(3#A2)/resume (& B ) a process

@ process state(#F2IK LX) transfering

@ —f&Wiprocess control primitives (#2342 1E) TR
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1 process(or processor) management

(2) process synchronization(F] )

0 NS ANHRBHERFHEL » B Jsynchronization
mechanism( B FAu4]) o
@ including

process mutual exclution/synchronization(#42Z Ff/R¥)
dead-lock avoidance, prevention, detection and resolution

(A 8 %, ~ BT ~ oM A=l )

<lanchen@ustc.edu.cn http://staff 0117401: Operating System Y 5 4 March 10, 2017



1 process(or processor) management

(3) Process communication

o BRTHAEEA » 4o WA ~ T HBA ~ ITH R AL

A1z BA% %
o £A :

o directly( HAE#IZ) ¢
Py, &Zmsg » Pplmsg

msg

PA%PB

o indirectly (8 4£:1813) :
Py Zmsg®| P 8] IR (demailbox) » Py A P 18] SR lkmsg

P, =% MailBox =% Py
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1 process(or processor) management

(4) Job scheduling and process scheduling

@ Job scheduling :
AVEL B LEFR > MAAFELEAL  FHEIHRARLIRT] o
@ Process scheduling :

JAFELE A ) P ikt # 42 » 9 BUCPU » 4 X 3B 4T o
@ Schedule algorithms :

FCFS ~ 1 oA &

10, 2017
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2 Main Memory Management (% fi& & ¥2)

@ Main Memory, MM:

@ a large array of words or bytes, each with its own address

e A repository of quickly accessible data shared by CPU and I/
0 devices

@ A volatile storage device

@ Maybe the most architecture-specified component of 0S

@ Activities

@ Keeping track of memory usage
@ Deciding which processes to load
© Allocating and deallocating memory space

anchen@ustc.edu.cn http:// £0117401: Operating System T+ March 10



2 Main Memory Management (% fi& & ¥2)

GOAL : 7@ A pie Al » R B 5

aLES

(1) Memory allocation

@ #AHH :
@ HA5E LEAGEFT
#

FAEERGFIEZNEAE S
B e E I fE

v

(2) Memory protection

o #l:XELETRFAHE >
FEHLJITARLE (—
A AR 23

xlanchenoustc.edu.cn http://staff 0117401: Operating System T+t

(3) Memory mapping, K 758k
5t
@ LA H ¥t

@ A 7214 : 3% 4 Mk (Fa 2t Hohk)
@ WIL ] M3 ik (4 2t Hohk)

(4) Memory expansion, W%

R

0 MABAEHRK  NEH LY
R EEE

0 A% 5K :ERAN/BE#H

A EEIA IR AR

Jfo 58 5 3%

March 10, 2017



3 I/0 system management

@ I/0 subsystem(I1/0F A& 4.)
@ To hide the peculiarities of specific hardware devices from

the user

@ Maybe the most complicate component and has largest line of
code (LOC)

@ Various device

@ Consists of

@ Buffering, caching, and spooling
©Q A general device-driver interface
@ Drivers(JE#)) for specific hardware device

March 10,

anchen@ustc.edu.cn http://staff 0117401: Operating ¢ MR R G%



3 I/0 system management

GOAL: IR Z1/0F| A £Fnix B » #1& A P

(1) ZH%Em

Buffer(% X ) : B kAR ECPU-1/0F fF » 4w: CPUMEM & % 4|22 % 4
R o

(2) device allocation(#& &% &)

L3 1 X% XEIERE 0 1/0i0 18 69 9 EeFe =K

o EHEEHATEL IR » BF1E - BFURAGCPUL P BT o
0 RGN/ /MBS M AEARIER P1/0ER » A RAERLS o
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3 I/0 system management

(4) Device Independence (1% &% M) and

virtual device (& P& %)
@ Device independence(1& &k %) :
Bfprogram&y K 69% & I % o
{&program%y T E 2 & » 3 T THHM o

@ Virtual device

<lanchen@ustc.edu.cn http://staff 0117401: Operating System 545 March 10, 2017



4 File management( L% 32)

@ A file 1is a collection of related information defined by

its creator.

@ Commonly, programs & data
@ A logical storage unit

@ Activities

@ File creation and deletion

@ Directory( B %) creation and deletion

© Support of primitives for manipulating files and directories
@ Mapping files onto secondary storage

@ File backup(#%1)) on stable (nonvolatile) storage media

2 xlanchen@ustc.edu.cn http://staff 0117401: Operating tem THHEAURE 5% March 10, 2017 11 / 74



4 File management( L% 32)

GOAL: 712 P » ittt

(1) XHBEFREE
o Bl XM ARAREIHKEAHTRESIARGHR » R
e A THmAM e

(2) Directory management( B % %)
o A PIHLBI  RERE o

(3) LHF&yE ~ 5B i IRAESH (RPERAP)

March 10, 2017 12 / 74
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5 Secondary storage management (44 7 % %)

@ Usually disks used to store data that does not fit in main
memory or data that must be kept for a “long” period of
time.

@ Proper management is of central importance
@ Entire speed of computer operation hinges on disk subsystem
and its algorithms
@ Activities

@ Free-space management
@ Storage allocation
@ Disk scheduling

@ Some storage need not be fast

o Tertiary storage includes optical storage, magnetic tape

e Still must be managed

o Varies between WORM (write-once, read-many-times) and RW
(read- write)

hen@ustc.edu.cn http:// f0117401: Operatin; tem THHEAURE 5% March 10, 2017 13 / 74



6 User Interface & Command-interpreter system(4p

SIREARL)

User Interface(Fl P iEn)

- A

4

(1) ¥
o W—4 “G4” KU FABNAEIA L HED
o MM P HET: h—AAEHREG SR GABBAZF PT 4R
o AL (TR P iEw) : FAICLEAELHAFH

(2) #F o
@ system call( A% A )
0 HB/IBT M E R » WCE

(3) AW
@ 4o win®jcopyXH > RA “H” kxR £FH 0 T FiLk

March 10, 2017 14 / 74
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6 User Interface & Command-interpreter system(#p

SIREARL)

@ Command-interpreter (44 E42)5):

o The interface between the user and the 0S
@ allows users to directly enter commands
@ In the kernel or as a special program

@ Function: To get the next command statement and execute
it. Examples:

e Control-card interpreter(3%#]F fE#H42)5): batch system
o Command-line interpreter (4447 fR& 425 ) : DOS

@ Shell: UNIX

o GUI(B®M A F - ): Macintosh, whindows,

@ Implementation of command

e a part of the command interpreter, or
a system program, such as UNIX.

10, 2017
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6 User Interface & Command-interpreter system(ﬁ?
SRR AL

e lcomse to M3-DU05% 7,14, ..
Copyright HMicrosoft Corp. ALl rights reserwed

Hiller wi.8 Copyright 1995 Uincent Penguerc'h. All Right= Rezerwved.
Hiller installed in mMemory.

DOSHEY Inztalled.

NOSLFH A.320: loaded consuming 11848 bhptes.

SHARE 7,18 (Revizion 4,11, 1492)

Copuright (o) 1989-2HAS Datalight, Inc.

installed

CuoteMouze w1.9.1 [DO5]
Imztalled at P5E-2 port

Locking wvolumes, .
Now you are in M5-D05 7,18 prompt. Type "HELP® for help,

Lot
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6 User Interface & Command-interpreter system(4p

SIRERL):

|!| s/ linux-2.6.26 : bash & & @
M WM HE O #E BE BB

xlanchen@ubuntu:~/workspace$ cd linux-2.6.26/ =
xlanchen@ubuntu:~/workspace/linux-2.6.26% 1s

arch Kbuild samples

block kernel scripts

COPYING Llih security

CREDITS MAINTAINERS sound

icrypto Makefile System.map

Documentation mm tags

Idr:i.vers modules.order  temp

fs Module.symvers usr

include net virt

|init README

ipc REPORTING-BUGS wmlinux.o
xlanchen@ubuntu:~/workspace/linux-2.6.26%

'xlanchen@ubuntu:~/workspace/linux-2.6.26%

.xlanchen@ubuntu:~/workspace/linux-2.6.26%

‘xlanchen@ubuntu:~/workspace/linux-2.6.26%
xlanchen@ubuntu: ~/workspace/linux-2.6.26% [
xlanchen@ubuntu:~/workspace/linux-2.6.26%

Exlanchen(ﬂubuntu:—-/workspace/linux-Z.6.26$ [ ] 3

] linux-2.6.26 | bash |

lancheneustc.edu.cn http:/, F 01: 0 ing System A AURE 5% March 10, 16 / 74



6 User Interface & Command-interpreter system(#p

SRR

speedupper

Eﬂ(’,ﬁ % v 18:52
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6 User Interface & Command-interpreter system(ﬁ?

THRERL):

¢t E:\WFINDOWS\system32icad. exe

Microsoft Windows %P [hR 5.1.26001
<c> FRAVERE 1985-2P81 Microsoft Corp.

\%%menﬁﬁgg S%t_:%i:gs\xlanchen)dir
IEENEE B e RS,
THIFFIS -2 34FB-B3IE?

E:“Documents and Settings“xlanchen E’\]EST{L

2911-09-B1 09:18  <DIR> ;
2p11-89-01 09:18  <DIR> s
b@i1-p9-B1 ©9:86  <DIR> [ FFif ] 8

2A11-89-A1 ©@9:18 <{DIR> My Documents
2@011-89-81 ©89:18 <DIR> Favorites
2@011-89-81 09 :66 <DIR> %

0 i o =T

6 ~BF 16.033.316.864 O] HF

E:\Documents and Settings‘ccdlanchen
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7 Protection and Security system

@ Protection — any mechanism for controlling access of
processes or users to resources defined by the 0S
@ Security — defense of the system against internal and

external attacks

o Huge range, including denial-of-service, worms, viruses,
identity theft, theft of service

@ Systems generally first distinguish among users, to
determine who can do what
o User identities (user IDs, security IDs)

@ associated with all files, processes of that user to
determine access control

o Group identifier (group ID)
@ Privilege escalation allows user to change to effective ID
with more rights

hen@ustc.edu.cn http:// f0117401: Operatin; em T+ FAURE 5% March 10, 2017 17 / 74



Outline
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@ 0S Services
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BAFAR SR » REBHER "IRE” O XRELA P
o XR‘FBITHS
o RALZAPT/0421E
o WM ALAR TR
o MRS
o RIEEHALMIR %
o xt iRty 4B ATE
o xt WREE A HATH T (THK)
o A LMATIRI

RAE A GARBEIR 5 09 R A K7 X——system calls( A LA M)
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Outline
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@ System Calls & Types
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System Calls

Programming interface to the services provided by the 0S

Typically written in a high-level language (C or C++)

Mostly accessed by programs via a high-level Application
Program Interface (API) rather than direct system call use

@ Three most common APIs are

@ Win32 API for Windows,

o POSIX API for POSIX-based systems (including virtually all
versions of UNIX, Linux, and Mac 0S X),

e and Java API for the Java virtual machine (JVM)

@ Why use APIs rather than system calls?

xlanchen@ustc.edu.cn http://staff 0117401: Operating System 1 VRE % March 10, 2017



Example of System Calls

@ System call sequence to copy the contents of one file to
another file

source file destination file

Y

@ Example System Call Sequence

Acquire input file name
Write prompt to screen
Accept input

Acquire output file name
Write prompt to screen
Accept input

Open the input file
if file doesn't exist, abort

Create output file
if file exists, abort

Loop
Read from input file
Write to output file

Until read fails

Close output file

Write completion message to screen

Terminate normally

\

u.cn http://staff 0117401: Op



Example of Standard API

@ Consider the ReadFile() function

@ Win32 API—a function for reading from a file

return value
BOOL ReadFile ¢ (HANDLE file,
LPVOID buffer,
DWORD bytes To Read, | parameters
LPDWORD bytes Read,

function name LPOVERLAPPED ovl);

@ A description of the parameters passed to ReadFile()

o HANDLE file—the file to be read

@ LPVOID buffer—a buffer where the data will be read into and
written from

@ DWORD bytesToRead—the number of bytes to be read into the
buffer

@ LPDWORD bytesRead—the number of bytes read during the last
read

o LPOVERLAPPED ovl—indicates if overlapped I/0 is being used

2 xlanchen@ustc.edu.cn http://staff 0117401: Operating tem THHEAURE 5% March 10, 2017



System Call Implementation

@ Typically, a number associated with each system call

@ System-call interface maintains a table indexed according to
these numbers

@ The system call interface invokes intended system call in

0S kernel and returns status of the system call and any
return values

@ The caller need know NOTHING about how the system call is
implemented
o Just needs to obey API and understand what OS will do as a
result call
@ Most details of OS interface hidden from programmer by API

@ Managed by run-time support library (set of functions built
into libraries included with compiler)

anchen@ustc.edu.cn http://staff 0117401: Operating ¢ +HEARE 5% March 10, 2017 24 / 74



API — System Call — O0S Relationship

user application

open ()
user
mode
system call interface
kernel
mode A
> open ()
: Implementation
[ » of open ()
3 system call
return

heneustc.edu.cn http://staff 0117401: Operatin: tem AR T 5% March 10, 2017



Standard C Library Example

@ C program invoking printf() library call, which calls

write() system call

#include <stdio.h>
int main ()
{

.
.
.

— prinif ("Greetings");
.

.
.

return 0;
1

user

mode

4{ standard C library l—
kernel

mode

write ()

write ()
system call

m AR 54 26 / 74
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System Call Parameter Passing( % #i4%i%)

@ Often, more information is required than simply identity
of desired system call

o Exact type and amount of information vary according to 0S
and call
@ Three general methods used to pass parameters to the 0S
G’ Simplest: pass the parameters in registers
@ In some cases, may be more parameters than registers

‘3 Parameters stored in a block, or table, in memory, and
address of block passed as a parameter in a register

@ Linux and Solaris

@ Parameters placed, or pushed, onto the stack by the program
and popped off the stack by the operating system

Block and stack methods do not 1limit the number or length of
parameters being passed J

hen@ustc.edu.cn http:// f0117401: Operatin; em T+ FAUR I 5% March 10, 2017 27 / 74



Parameter Passing via Table

— X

register

X:parameters

for call
®| use parameters code for
load address X / from table X system
system call 13 > call 13

user program

operating system

hen@ustc.edu.cn http:// f0117401: Operatin; em T+ FAURE 5% March 10, 2017 28 / 74



Types of System Calls

@ Process

control (#A23EH] )

@ Command interface via the command interpreter, or, GUI via a

window system

e Load and execute a program

Control a running program: halt its execution either normally
(end) or abnormally (abort)

@ Programming:

create process, terminate process
get/set process attributes

wait for time, wait event, signal event
allocate/free memory

e debugging: trace, ptrace, etc.

lanchenoustc.edu.cn http://staff 0117401: O i S em T I 5%



Types of System Calls

@ Process control (#A2424] %)
@ example: process control of MS-DOS
a single-tasking system
@ start with its command interpreter
@ for a command: does not create a new process
(1) load and execute
(2) resume free memory

free memory

process
command
interpreter command
interpreter
kernel kernel
(a) (b)

lanchen@ustc.edu.cn http:/, £ 0 0 i em THHE AR 5% March



Types of System Calls

@ Process control (#A24=H £)

@ example:

process control of FreeBSD

a multitasking system

lanchen@ust

@ a shell is run when a user logs on

@ for a command: fork()+exec(), and
wait for the process to finish, or

runs the process

edu.cn http:/,

“in the background”

RE 5%

process D

free memory

process C

interpreter

process B

kernel

March




Types of System Calls

@ Process control (#A24=H £)

Q@ file Management( L EHE %)

o create/delete file
o open/close, read/write/reposition
o get/set file attributes

anchen@ustc.edu.cn http://staff 0117401: Operating ¢ MR EG% March 10, 2017



Types of System Calls

@ Process control (#A242H £)
@ file Management( L EHE %)

@ Device Management(1& & & HEX)

request/release device
read/write/reposition

get/set device attributes
logically attach/detach devices

anchen@ustc.edu.cn http://staff 0117401: Operating ¢ MR EG% March 10, 2017



Types of System Calls

@ Process control (#A242H £)
@ file Management( L EHE %)
@ Device Management(1& & & HEX)

@ communications(i#13 X)

create/delete communication connection
send/receive messages
transfer status information

attach/detach remote devides

anchen@ustc.edu.cn http://staff 0117401: Operating ¢ MR EG% March 10, 2017



Types of System Calls

@ Process control (#A24=H £)
Q@ file Management( L EHE %)
@ Device Management(1&% & & HEX)
@ communications(i413 £)

o Message-passing model

@ Message-passing model and Shared-memory model

Process A |M 1 Process A
g
Shared memory
Process B @H :‘ 2
Process B
kernel M kernel

2 xlanchen@ustc.edu.cn http://staff 0117401: Operating tem THHEAURE 5% March 10, 2017 29 / 74



Types of System Calls

Process control (#F23E4H| )
file Management( L% %)
Device Management(1% &% H £)

commun1cat1ons( 4a3§)

infomation ma1ntenance(fa,u ﬁiPﬁi)

o get/set time/date/system data/process, file, device
attributes

Q itk
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@ system programs
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system programs

@ A collection of system programs
provide a conveniet environment for program development
and execute.
o file management/modification, status information,

programming-language support, program loading and
execution, communications

Different users & Different APP.

| USER1 | | USER2 | | USER3 o o o USERn
| |
< Compli Assembl Text edit Datab tem LD
omplier sembler ext eaitor al ase system

SYSs. & APPs

u.cn http://staff0117401: Operating



Q HEALN AR RS~ HiE

o HBAE AL IFIE
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Bk A% 084 (%)

o 47 vs. H X%

o HATRBEARS NFHAR—HZ R A o

o HAEARS NFHER —EERALRAE -
@ Program vs. Process(#42 )

o Program : # & 1K

o Process : # & £k
@ A program in execution.
o RARFHRELETHMEN KRS ERMEREL o
0 ALK » BRILIBITH EATT AL o
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B A AR 4T AE

o AT HRTHAL T ZAHAPATHRAZLFIRA
o LREAZE VS. A5
o LFAF 1 —HNARAN—NHAG LT R
o FIBtiFIF : MW EBZEFY ERRR  £—EERRALF—/A
# AL P 8 R

H R etk FRARAE A G0 A AR R AFAE o
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A A Gty 4 AE

o Bil AR AR NWEZTARTHALETFAZE LG LY o
o HnAR IR & ATt R 69 R LAY B AR &k 0 R Mk &89
RELREMEREGREN]L/n o

4 F

&

173 B 7T Hide o

B
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o A EgHAREA
o BRAHA
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e
xwa0d
b=

0 HARX— KRB » MW ALE20H 605K mH » EMEEILFIR
(MIT) #JMULTICS & %A= IBMA- ] 89CTSS/360 £ 4. F 5] A 89

o IARBAM ARAARAL (Process) A FALk 5 B LEL LM ~
MG~ 1/03F £ N B9 &4 F IR - A It AL A& 269 K 4z 4]
ML o

o Bt miEey T/E LR 6045
HAZE L - HARYEH  HAER Y~ ARAAEUARREREF
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e
xwa0d
b=

o #AZHY I 7 ]

o HuALE R P A RAD ~ FAE AR F A B RE T — NS AZATREIAT
B1E %

HBEMAEFRAEL ET

o BILARFIGAH ~ MR VUR LG TS R
0 RTT —/ABALH LA HATIHER
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FRBE AL TR EIHA R IEH 0 L4 o

‘1’ RAS IR AR KR i 2Rk
FRAALBE A kR A ZB A~ AR B ARAZE o

ﬁ? 8RRk eLdE

WNW

© 0o 0 0o
R
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e
i
b2

o b AZ A i 13 ALH

AT # AR L #fz &

b, A AL A HATIAS 69—k AR o

AR T E > S AL 52 ILAAZ IR A ALY AR B A o
WOLE #AL R A U B4

-
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ZAERA

o HARMAIN AR L S mk o
° /]%‘L?iﬁ/]#l‘ﬁ‘_]‘_—l:s[}\k REAFTrHEX
WATE| T AALO WA
o LAL TGS B AL M I F JA] F 89 AT ST

° ﬁ:%ﬁi R P o HART AL L EZARE > T LT S &AL o
LR AR PSR T AR R AL EAZ o
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ZAERA

o 1EfT—ANEARH B T HEA#AR o

o RIEZLTE ﬁi‘ﬁﬁkﬁiﬂ)ﬁ( s AR/ BAREETIE S FEH S B~ BiE A
BMELEHETAANER  BPHAZRI Fo SHAZ ) o

o MF » ARBEARLERSHENTMARAESRR 51X AFHE LY

o 4 :

o MAZ ARG EALZ R T VAR I AL M AL E ] B4 F R AE
7 7 il R R A% G 0 24 A2 1) 1843 AL o
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0S structure

o MR A LM (Software Architecture)
SRR GG R AR FHEOMER -
@ Bass{£20035F % TARIHIK & 4892 3L ¢
o “RMRALUMEI—FALLEN  REMOIEREAEL S LEY
INERT AL B M ~ L EZ R X ER” o
o At OSRALZM AL TILMF @ :

o OSH)Zh fRAEIR — o T 2 px 89 » BP RAAT 2 A B9 M L& 7
o OSH)Z) AEAE R 09708 242 &/ B M A8 BT 8g ?
o 0S#) 7 AEAE IR X 18] & 4o 4T B ARAR 69 7
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0S structures

@ 0S as a system software, is large and complex

@ Software engineering: to function properly and be modified
easily

e partition into small components (vs. one monolithic system)
o carefully define the inputs, outputs and function of each
module

@ How the OS components are interconnected and melded into a
kernel

Simple structure( £&H » RFWHLHLEH)
Monolithic kernel(iﬁ'—jiﬂﬁii)

Modular kernel(#£324t.4#7)

layered approach(Z R 4#7)

Microkernel( the first and the second generation)
Hybrid structure((&4 M%)

Exokernel (9% )
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1 simple structure( f&] &4 47)

@ Initially,
o Not a well-defined structure
@ Started as small, simple, and limited systems

@ limited by hardware perfromance and software technique at
that time
@ no clear system structure(/x?ﬁ‘/%ﬂ’}ﬁéﬁﬂ‘%‘wa#’? )

o HAF AL RMIMA P B AL R A o —e > 5 Fl— AL E ]
B T oAdn EAE A

@ Example: MS-DOS, the original UNIX and some early or small
embedded system
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Example: MS-DOS

@ Example: MS-DOS, written to provide the most functionality
in the least space
@ Not divided into modules
o The interfaces & levels of functionality aren’ t well
separated

@ APP can access the basic I/0 routines
@ Limited by hardware Intel 8088, no dual mode & hardware
protection

Application program

\

Resident system program

\

MS-DOS devices drivers

\

ROM BIOS device drivers

n
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2 Monolithic structur‘e($ N A% EH)

o [AEMUFEAMME - HFTLE - BEEIUBRNBEALY IHL
MER BEAARWERE THORE
o system call (AL WA): #HABRELZAERAPRARFEEAE

@ kernel: everything below the system call and above the
physical HW.

MABREALGDRARAES ~ BRI AR X RLAREE &
o WM T E—) ~ KRB KR AL A

@ This is called
Monolithic structure/ Monolithic kernel(#— K R 4%)
o Mp M ARMEFB/F %/ AL ARG T XEAREAL
RAEGIR %
o AP mRAARFZ A AP IPCHATIAAZ

@ disadvantage: difficult to implement and maintain.
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Example

(the users)

System programs

Kernel:

a large
number of
functions for
one level
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3 Modular kernel (#3425 4)

o MARMAERABARNGEE  F—KAMENOBELAAEZHRAT
AR T 7 ik
o MR Z A E LT ARIFEY VAR ERE A 697 X424t 693 o
o E—RHEEIRZTRMEAAN T4 MK -
@ Some techniques

@ Object-oriented programming
@ dynamical link
@ dynamical loading

@ Example implementations of UNIX, such as Solaris, Linux,
and Mac OS X.
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Solaris Modular structure

@ the Solaris OS structure = a core kernel + 7 types of
loadable kernel modules.

scheduling
classes
device and
bus drivers

core Solaris

kernel

miscellaneous

loadable
system calls

modules

STREAMS
modules

executable
formats




4 layered approach( B R%#7)

0 AWM YOSEHIRZ A K F KA AL RMEG X Z > 5T
HRVEIRE ARG 0 SRR FIRAN
@ The layered approach:
o the system is broken up into a number of layers/levels

@ Bottom layer (layer 0): HW;
Highest (layer N): the user interface.

each layer can only use the operations provided by
lower-level layers, and provides certain operatons to

higher-level layers
each layer hides the existence of certain data structures,

operations and hardware from higher-level layers.

layer N
user interface

New
operations

layer 1

Existing
operations

layer 0
hardware
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layered approach( B R4 #7)

@ Advantage is simplicity of contruction and debugging.
o debugged from the first layer up to the higher-level layers.
@ Disadvantage:

@ Difficulty: appropriately dedining the various layers.
o tend to be less efficient

@ have caused a small backlash against layering.

Bl el el

‘ Application-programming interface | API extension |
‘ Subsystem | | Subsystem ‘ | Subsystem | Fewer layers,
more functionality
System
kemel ®  Memory management

®  Task dispatching
®  Device management

Divice driver | Divice driver | Divice driver Divice
R | s | m— | —

0S/2 is a descendant of MS-DOS that adds multitasking & dual-
mode operating, ...

m AR 5



layered approach

o RIEH—ENFESBEIIARAEHELERARNXEL » BREMH#—FHK
R %A
o A )FtiRE A% > 4w19685F-DigjkstraZ 7 X #9THE A 4
o FFMBEAYL » WS KFMSUERIEAL o
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5 Microkernels(# A 4z) 1

@ In the mid-1980s, Richard Rashid developed an OS called
Mach that modularized the kernel using the microkernel
approach at CMU.

@ all nonessential components are removed from the kernel and
implemented as system and user-level programs running in
user-space.

@ a smaller kernel, the function including:

@ provide minimal process and memory management
@ mainly, provide a communication facility between client and
server program: message passing(GH BA%i%)

@ Benefit :

o case of extending the 0S.( ¥ Ekt)
@ easy to port from one hardware design to another.( [ #4aH)
e more security and reliability. (A MWF= T M)
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5 Microkernels(# A 4z) 11

@ Example:
@ Mach, Tru64 UNIX via Mach kernel, QNX.
@ Windows NT?—Windows XP
@ Disadvantage:
o performance decrease due to increased system function

overhead.

@ the first generation of microkernels (% —AXMAH)
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the second generation of microkernels( % =4X4%& A

)

@ One approach to solve the performance problem of
microkernel

o IPCT
@ called the second generation of microkernel
e typical example: L4
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6 hybrid structure(}&4& M 1%)

@ another approach to solve the performance problem of
micorkernel: hybrid structure
o FAMAMFle— L X REBEFIEHEF EH A B A
%
o 4wWindows NT 4.042 B AL EH e A AAZ AR FHEEE -

o IMFENBTHMABREREARALNYY AW~ REBTERF S
& AT A SRR B
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‘Windows NT C/S structure

@ The first release of Windows NT has a layered microkernel
organization.

o Low performance <Windes 95
@ Windows NT 4.0: some layers moved from user space to
kernel space and integrating them more closely.

@ Windows XP: more monolithic than microkernel.
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the Mac 0S X structure

application environments
and common services

kernel BSD

environment

Mach

@ layered technique with one layer consists of the Mach microkernel

@ Mach provides memory management, support for remote precedure calls
(RPCs, A2 A2 ) and IPC facilities include message passing, and
thread scheduling.

@ BSD kernel provides a BSD command line interface, support for networking
and file systems, and an inplementation of POSIX APIs, include Pthreads.

@ Additionally, an I/0 kit for development of device drivers and
dynamically loadable modules, which referred as kernel extensions

aff 0117401: Op i § em T V¥ 5% March



B
N
Ne

@ Exokernel#Z i T /MZ ML A » € 1R B4 84E A 44 0 54K
5|50 1
o ALY ARBAMKR TR L FiF ~ BARGFERELF
TR > MG N BBA ~ /047 B 4 09 AL 65 PT A 1245 SR Ak
RGN TPIRBE I RSB A P ER > LR I
A p AR R AR R e X S It AR AR R R A B R o

o IR LM T vAA M A B A AR 45 My 09 — AR A sm Y X
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BUERAARARLGH G

JNEIROSIR A A R R R PTUAA L
o T RMELEMAS  BRUEAA TG LE DMK
o MR FBI PRI/ FH/ALBEM G F N5 B AT R
%
o MAZ PERAL S Z A KA 4R A 69 X AR A
(RHEOZ ARG RYT)

o BAF ARRBLMIN AL /T 09 H F R RAL/BAL

° E/ié*}ﬂ P 5L Fe 5’]‘735(5' | ¥ 5’]‘iﬁﬁ’ﬁ7sﬂ"ﬁ ? SRR SR
A2/ A AL Z ) A i ¥ A2 R A4S AR 2 AT R AT
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@ Virtual Machine
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Virtual Machine(J& #40)

@ A vi
conc

rtual machine takes the layered approach to its logical
lusion.

It treats hardware and the OS kernel as though they were all
hardware

A virtual machine provides an interface identical to the
underlying bare hardware

@ The OS creates the illusion of multiple processes, each
executing on its own processor with its own (virtual)
memory

@ The resources of the physical computer are shared to create
the virtual machines

@ CPU scheduling can create the appearance that users have
their own processor

@ Spooling and a file system can provide virtual card readers
and virtual line printers

@ A normal user time-sharing terminal serves as the virtual

. )
machine operator s console
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system model

processes
programming
interface
kernel
hardware
(a)

@ Advantage:

@ pretection via isolation

processes

processes processes

kernel kernel kernel

VM1 M2 VM3

virtual-machine
implementation

hardware

(b)

@ OS developed online over virtual machine




Example:

VMWare Virtual

Machine

application application application application
guest operating guest operating guest operating
system system system
(free BSD) (Windows NT) (Windows XP)
virtual CPU virtual CPU virtual CPU
virtual memory virtual memory virtual memory
virtual devices virtual devices virtual devices
virtualization layer
host operating system
(Linux)
hardware
CPU 1/0 devices

2017
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Example: Java Virtual Machines

Java API
.class files

Java program

i i 2 load <= -]- -
.class files class loader

Y

Java

interpreter

y

host system
(Windows,Linux,etc)
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o AL EA
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0S design and implementation

@ The first problem in designing a 0S is to define goals(H
#%) and specifications(IA%).

o requirement(E k)

@ One important principle: the separation of policy from
mechanism( AL Fo ok A8 4~ & )
o mechanisms(#L#]) determine how to do something(&efT E4%);
e policies( % %) determine what will be done(f&1ft2).
o Example: timer(ZHF ) ~ priority({L &%) s microkernel VS.
Apple Macintosh

@ implementation

o Traditionally: assembly language(iL % &% )—Now:
higher-level languages such as C/C++
@ advantage: write the 0S faster, more cmpact( ¥/&), easier o
understand and debug, easier to port(i?%ﬁ), ce

@ possible disadvantages: speed|and storage requirements{ . No
longer a major issue.
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Q BFALK AR RS B
@ System components
0S Services

system programs

BAE AR A
© itk A Gt A Aotk & S5

o HAEA

o AAZLMEA

@ OS structure
o

°

°
@ System Calls & Types
°
(<}

Virtual Machine
AAZITE EH

Q 1144
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£ b

o i;faﬂ’ﬁ AR IR A AR A A
2R BAERGAGIRAREH ﬁ%ﬂo
AR R G09S A IR 2
Describe three general methods for passing parameters to
the operating system.

What are the two models of interprocess communication?
What are the strengths and weakness of the two approaches?

Why is the separation of mechanism and policy desirable?

A AW G R B E— AN ANHEH R ?
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