Numerical simulation of unsteady flows in Czochralski crystal growth by lattice Boltzmann methods
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A B S T R A C T

This study presents model extensions for a lattice Boltzmann (LB) approach to thermal axisymmetric flow including swirl or rotation. An incompressible axisymmetric lattice Boltzmann D2Q9 model was applied to solve the axial and radial velocities through inserting source terms into the two-dimensional lattice Boltzmann equation. The equations governing azimuthal (or swirling) velocity and the temperature were also solved by the LB. It is found that this scheme is much more stable and consistent compared to previous hybrid schemes. It provides a significant advantage in simulation of melt flows with high Reynolds number and high Grashof number. The present scheme was validated by comparing the LB results with benchmark solutions for melt flow in Czochralski crystal growth. Unsteady flows with high Grashof numbers were studied in detail. The critical Grashof number for the onset of the oscillation is found to be about 2.5 × 10^6. The oscillation amplitude is proportional to (Gr – Gr_c)^{1/3} for 2.5 × 10^6 < Gr < 6 × 10^6. The frequencies and flow patterns of the unsteady flows are also analyzed. The distributions of the mean quantities of the temperature and rms of temperature at Grashof number as high as 6 × 10^6 is found to be similar to those obtained by 3D simulations.

© 2014 Elsevier Ltd. All rights reserved.

1. Introduction

Many important engineering flows involve swirl or rotation, e.g., flows in combustion, turbomachinery and mixing tanks. Axisymmetric flows including swirl and thermal effects are more complex than isothermal axisymmetric flows without rotation since all these effects are all coupled non-linearly by the governing equations.

Melt flow in crystal growth systems is a complex flow system including swirling and thermal effects. Czochralski (CZ) crystal growth is one of the major prototypical systems for melt-crystal growth. Because the CZ crystal growth system is able to produce large single and perfect crystals, it has received substantial attention [1–4]. In typical CZ crystal growth systems, the high Reynolds and Grashof number of the melt make numerical simulation difficult due to the stiffness of the corresponding partial difference equations.

Conventional computational fluid dynamics (CFD) methods such as finite volume and finite difference methods have been developed to study flows in CZ crystal growth system [1–4]. In the last two decades, the lattice Boltzmann (LB) method has been developed as an alternative numerical scheme for solving the incompressible Navier–Stokes (NS) equations. One main advantage of the LB is that the convection operator of LB in phase space is linear and exact which may be better than the discretization methods for the convection terms in conventional CFD methods [5–7].

The standard two-dimensional (2D) LB method is based on the Cartesian coordinate system. Hence, axisymmetric swirling flows can not directly be simulated as a quasi-three-dimensional problem in cylindrical coordinates using a standard 2D LB. On the other hand, axisymmetric swirling flows can be simulated by the three-dimensional (3D) LB [8] which uses 3D cubic lattices with proper curved wall boundary treatment directly. However, that implies a large grid size and is computationally expensive.

In 2001, Halliday et al. [9] proposed an axisymmetric D2Q9 model to simulate isothermal axisymmetric flows. The main idea of the model is to insert several spatial and velocity dependent “source” terms into the 2D lattice Boltzmann equation (LBE) [10–12]. Following the idea of Halliday et al. [9], Peng et al. [5] used a hybrid scheme to study the melt flow in CZ crystal growth. In this scheme, an axisymmetric D2Q9 LB is used to solve the NS equation in cylindrical coordinates and the swirling velocity and the temperature are solved by a finite difference method.

* Corresponding author. Tel.: +86 551 3603345.
E-mail address: huanghb@ustc.edu.cn (H. Huang).
However, the axisymmetric model and hybrid scheme used by Peng et al. [5] and Huang et al. [6] is unstable for simulations of melt flows with high Reynolds number (Re = 10^4) and high Grashof number (Gr = 10^7) even with very fine grids. To improve the numerical stability, we propose that not only the NS equations but also the governing equation for the swirling velocity and temperature be solved by the LBM. This is more consistent and it results in improved numerical stability than the hybrid schemes.

The melt flows in CZ crystal growth system can be described by the NS equations and two convection diffusion equations (CDE). An incompressible axisymmetric LB model [13] is used for solving the NS equations. For solving the CDE, D2Q9, D2Q7, and D2Q5 models in literature are available [14–19]. Here a simple D2Q5 model is used for solving the CDE.

The scheme described below is qualitatively different from the method discussed by Chen et al. [19], who simulate the melt flow system by solving three CDEs and a Poisson equation. Usually, the LBM solves incompressible time-dependent NS equations more efficiently than the common explicit CFD methods because the Poisson equation is not required to be solved in the LBM. The present scheme does not require a Poisson equation to be solved and only two CDEs are required to be solved. Hence, the present scheme can be demonstrated to be more efficient than the scheme of Chen et al. [19].

Our LB scheme was initially validated by comparing the LBM results with the benchmark solutions for melt flow in Czochralski crystal growth [20]. Our numerical results were also compared with the data of Bansch et al. [21] and Nikitin et al. [2]. Numerical stability tests are also performed.

Although there are many studies on hydrodynamic stability phenomena in melt flow in CZ crystal growth [22], there are only very few specific numerical data to figure out a critical Grashof number where the temperature oscillations begin [22].

Here we focus on cases with high Grashof numbers. The flow patterns and frequencies of unsteady flows with high Grashof numbers was analyzed. The critical Grashof number for the onset of the oscillation and the behavior of oscillation amplitude were investigated in detail. The distributions of the mean quantities of the temperature and root-mean-square (rms) of temperature at high Grashof number were also investigated.

2. Numerical methods

2.1. Governing equations

The following continuity equation (Eq. (1)) and Navier–Stokes momentum equations (Eq. (2)) in pseudo-Cartesian coordinates (x, r) are used to describe the laminar axisymmetric flow in axial and radial directions [23],

\[ \partial_t u_r = - \frac{u_r}{r}, \]  
\[ \partial_t u_\theta + \partial_\theta (u_\theta u_r) + \frac{1}{\rho_0} \partial_\theta p - \nu \partial_\theta (\partial_\theta u_r) = \frac{-u_r u_r}{r} + \frac{v}{r} \left( \partial_\theta u_r - \frac{u_r}{r} \partial_\theta r \right) + \frac{u_r^2}{r} \frac{\partial^2 r}{\partial r^2} + Q. \]  
(2)

where \( u_\theta (\theta = x, r) \) are the two components of velocity; \( u_r \) is the velocity in the radial direction; \( u_\theta \); \( v \) is the kinematic viscosity. The symmetry axis is in x direction. Q is an additional source term that may appear in some flow problems. In the above equations we adopt the Einstein summation convention.

For axisymmetric swirling flows, there are no circumferential gradients but there may still be non-zero swirling velocities \( u_\theta \). The momentum equation of azimuthal velocity is

\[ \partial_t u_\theta + \partial_\theta (u_r u_\theta) = \nu \partial_\theta (\partial_\theta u_\theta) + \frac{v}{r} \left( \partial_\theta u_r - \frac{u_r}{r} \partial_\theta r \right) - \frac{2}{r} \frac{u_r u_r}{r}. \]  
(3)

In Eq. (2), the Boussinesq approximation is applied to the buoyancy force term \( Q = \gamma_0 (T - T_c) \), where \( \gamma_0 \) is the acceleration due to gravity; \( T_c \) is the temperature of crucible (refer to Fig. 1). The governing equation of temperature is

\[ \partial_t T + \frac{u_r}{r} \partial_\theta (u_r T) = k_\theta \partial_\theta (\partial_\theta T) + G. \]  
(4)

where the Prandtl number \( Pr \) is defined as \( Pr = \frac{c_\pi}{\nu} \) and \( k_\theta \) is the thermal diffusivity constant. In the above equation, \( G = \frac{1}{r} \frac{\partial T}{\partial r} \), which can be regarded as a source term.

2.2. Axisymmetric lattice Boltzmann method

In our study we use an axisymmetric lattice Boltzmann D2Q9 model [13], which is derived from an incompressible LB/LGQ D2Q9 model [24]. The evaluation equation to describe 2D flow in (x, r) pseudo-Cartesian coordinates is Eq. (5), which is similar to the evaluation equation for standard D2Q9 model in 2D (x, y) Cartesian coordinates. The difference is that a source term \( H[1] \) and \( H[2] \) were incorporated into the microscopic evolution equation.

\[ f_i(x + u_0 \partial_x, r + u_0 \partial_r, t + \partial_t) - f_i(x, r, t) = \frac{1}{\tau} \left[ f_i^{\text{eq}}(x, r, t) - f_i(x, r, t) \right] + \delta_i H[1](x, r, t) + \delta_i H[2](x, r, t). \]  
(5)

In Eq. (5), \( f_i(x, r, t) \) are the distribution functions for particles with velocity \( e_i \) at position (x, r) and time t. The 9 discrete velocities \( e_i \) are given by \( e_0 = (0,0), e_i = (\cos (i-1) \frac{\pi}{2}, \sin (i-1) \frac{\pi}{2}) \), \( i = 1, 2, 3, 4 \), and \( e_i = (\sqrt{2} \cos ((i-5) \frac{\pi}{2} + \frac{\pi}{2}), \sin ((i-5) \frac{\pi}{2} + \frac{\pi}{2})) \), \( i = 5, 6, 7, 8 \). where \( c = \sqrt{c_s^2 + \delta_1^2 + \delta_2^2} \). In our studies \( c \equiv 1 \). The first two terms \( H[1] \) and \( H[2] \) are the “source” terms added to the collision operator. They are responsible to recover the extra terms in the continuity equation (Eq. (1)) and momentum equations (Eq. (2)), respectively [13].

The non-dimensional relaxation time constant \( \tau \) and the fluid viscosity satisfies \( \nu = c_s^2 / \tau - 0.5 \), where \( c_s = c / \sqrt{3} \). In Eq. (5), the equilibrium distribution functions (EDF) \( f_i^{\text{eq}} \) of the incompressible D2Q9 model are given [24]

\[ f_i^{\text{eq}}(x, r, t) = \omega_i \frac{p}{c_i^2} + \alpha \rho_0 \left[ \frac{e_i \cdot u}{c_i^2} + \frac{(e_i \cdot u)^2}{2c_i^2} - \frac{u^2}{2c_i^2} \right], \quad i = 0, 1, 2, \ldots, 8, \]  
(6)

\( p \) is the hydrodynamic pressure and \( \rho_0 \) is the density of fluid. In the above equations, \( \omega_i = 4/9, \omega_0 = 1/9, (i = 1, 2, 3, 4), \omega_0 = 1/36, (i = 5, 6, 7, 8) \). They are nondimensional parameters.

The pressure p and momentum \( \rho_0 u \) are defined as:

\[ \frac{p}{c_i^2} = \sum_i f_i - \sum_i f_i^{\text{eq}}, \quad \rho_0 u = \sum_i e_i f_i + \frac{1}{2} \rho_0 F_s \partial_t, \]  
(7)

where \( F_s \) represents the acceleration of a body force or source term in the momentum equations and has the unit of L.m./(t.s.)^2.

In order to recover the extra terms,

\[ F_s = \left[ -u_r u_r \frac{v}{r} \left( \partial_\theta u_r - \frac{u_r}{r} \partial_\theta r \right) + \frac{u_r^2}{r} \frac{\partial^2 r}{\partial r^2} + Q \right]. \]  
(8)

in the 2-D NS equations, the following source terms should be added into the lattice Boltzmann equation [13,25]

\[ H[1] = - \frac{\alpha \rho_0 u_r}{r}. \]

\[ H[2] = \left( 1 - \frac{1}{2\tau} \right) F_s \left( \frac{e_x - u_x}{c_i^2} \right) \frac{u_r}{r}. \]  
(9)
For the velocity derivatives in the above equations, the term \( \partial_t u_i + \partial_i u_i \) can be obtained through Eq. (10),

\[
p_{0}V(\partial_t u_i + \partial_i u_i) = -\left(1 - \frac{1}{2\tau_f}\right) \sum_{k=0}^{4} f_{k}^{m} e_{k} e_{0},
\]

where \( f_{k}^{m} = f_{i}^{m} - f_{i}^{s}. \) Similarly, \( \partial_t u_i = -\frac{1}{2\tau_f} \sum_{k=0}^{4} f_{k}^{m} e_{k} e_{0}, \) and \( \partial_i u_i = -\frac{1}{2\tau_f} \sum_{k=0}^{4} f_{k}^{m} e_{k} e_{0}. \) The term \( \partial_t u_i \) in the source terms is equal to \( (\partial_t u_i + \partial_i u_i) - \partial_t u_i. \) Since \( (\partial_t u_i + \partial_i u_i) \) can be easily obtained by Eq. (10), only the value of \( \partial_t u_i \) is left unknown to determine \( \partial_i u_i. \) Here a finite difference method is used to obtain \( \partial_i u_i \) at lattice node \((i,j),\) which can be calculated by \( (\partial_i u_i)_{i,j} \approx ((u_{i+1,j} - u_{i-1,j})/(2\Delta_t)). \)

The values of \( \partial_t u_i + \partial_i u_i, \partial_{ij} u_i, \partial_{ij} u_j, \partial_{ij} u_i \) and \( \partial_{ij} u_j \) for the lattice nodes on the wall boundary can also be calculated from Eq. (10) and a one sided finite-difference scheme. Hence, for the additional source term in our model, most velocity gradient terms can be obtained from second order moments of non-equilibrium distribution functions, which is consistent with the philosophy of the LBM.

2.3. Lattice Boltzmann methods for CDE

He and Luo have shown that the LB equation can be derived from the Boltzmann equation [26]. Since the hydrodynamic moments of \( f_{k}^{m} \) can be evaluated by quadrature formulas, the 2D velocity space \( \zeta \) is discretized into several finite velocities \( \mathbf{e}_{k}[26]. \)

To solve the 2D NS equations, a D2Q9 velocity model with 9 velocities is necessary for a Cartesian coordinate lattice [26]. To recover a CDE, the derivation of the CDE from the LBE shows that fourth-order isotropic lattice tensors are not required. Hence, models with fewer velocities, e.g., D2Q5 and D2Q4, can be used [15,32-34].

In the following part, we illustrate how to solve a typical CDE (Eq. (4)) using LBM. In many studies [14,16,17,19], when the LB method is used to solve a CDE, a common LBE in the form of Eq. (11) is used.

\[
g_{i}(x + \mathbf{e}_{i} \delta t, t + \delta t) - g_{i}(x, t) = \frac{1}{\tau_{h}} \left[ h_{i}^{(0)}(x, t) - h_{i}(x, t) \right] + \delta_{i} S_{i}.
\]

In Eq. (11), \( \tau_{h} \) is a nondimensional relaxation time constant and \( S_{i} \) is a source term used to recover the source term \( G \) in Eq. (4). The EDF, \( g_{i}^{(0)}, \) has different forms in the studies referenced above.

The EDF of \( f_{k}^{m} \) relevant to NS equations (i.e., Eq. (2)) involves terms of \( O(u^3) \). However, the solution of the CDE does not require second-order velocity terms; keeping only terms of \( O(u) \) in the EDF has been proven consistent with the second-order spatial accuracy of LBM [27]. Here we adopt this strategy and in the EDF of the following models, only terms of \( O(u) \) are retained. Keeping terms of \( O(u) \) in the EDF and through the derivative procedure from Boltzmann equation to LB equation [26], we can obtain a general formula for weighting factors in EDF is

\[
g_{i}^{(0)} = B_{i} T + \frac{T_{0} u_{i} u_{i}}{2 c^{2}}
\]

with \( B_{0} = 1 - 2\eta_{c}, \) \( B_{i} = \eta_{c} \), \( i = 1, 2, 3, 4, \) where \( \eta_{c} \) is \( 0.0.5 \) is a free, positive, and nondimensional parameter determined by the equation \( \eta_{c} = c^{2}(\tau_{h} - 0.5) \eta_{h}, T \) is obtained from \( T = \sum_{i=2}^{4} g_{i} \). We note that when \( \eta_{c} = 0.5, \) Eq. (12) becomes a D2Q4 model formula.

There are some specific cases of the above general formula in the literature. In the study of Huber et al. [18], \( g_{i}^{(0)} = W_{i} T [1 + \mathbf{e}_{i} \mathbf{u}/c^{2}], \) The weighting factor \( W_{0} = \frac{1}{4}, \) and \( W_{i} = \frac{1}{2}, \) \( i = 1, 2, 3, 4 \). Hence, the formula of the EDF can be written as \( g_{i}^{(0)} = W_{i} T + \frac{\mathbf{e}_{i} \mathbf{r}}{2 c^{2}}, \) \( \mathbf{r} = \mathbf{e}_{i} \mathbf{u} \) due to \( \mathbf{r}_{0} = (0, 0) \). In the study of Chen et al. [19], the EDF is given by \( g_{i}^{(0)} = \frac{1}{2} [\mathbf{u}_{i} + (\mathbf{e}_{i} \cdot \mathbf{u})], \) \( i = 1, 2, 3, 4 \).

In Eq. (4), \( G = \frac{1}{2} [\mathbf{u} \cdot \mathbf{v} - \mathbf{v} \cdot \mathbf{u}] - T \mathbf{u}, \) To mimic Eq. (4) correctly, through Chapman-Enskog expansion we obtained the constraints of \( S_{i} \) in Eq. (11): \( C = \sum_{i=1}^{4} S_{i} \) and \( \sum_{i=1}^{4} e_{i} S_{i} = 0. \) For convenience, \( S_{i} \) take the form \( S_{i} = 0.25 G, i = 1, 2, 3, 4 \) in our LBM simulations, which satisfy the constraints.

To solve the momentum equation of azimuthal velocity, i.e., Eq. (3), the third LBE can be written as

\[
h_{i}(x + \mathbf{e}_{i} \delta t, t + \delta t) - h_{i}(x, t) = \frac{1}{\tau_{h}} [h_{i}^{(0)}(x, t) - h_{i}(x, t)] + \delta_{i} S_{i}.
\]

where \( h_{i}^{(0)} = (1 - 2\eta_{h}) u_{i} \) and \( h_{i}^{(0)} = \frac{1}{2} u_{i} + \frac{\mathbf{e}_{i} \mathbf{r}}{c}, \) \( i = 1, 2, 3, 4, \) \( \eta_{c} \) is \( 0.0.5 \) is a free, positive, and nondimensional parameter. \( \tau_{h} \) satisfies the constraint \( \nu = c^{2}(\tau_{h} - 0.5) \eta_{h}, \) \( u_{i} \) is obtained from \( u_{i} = \sum_{k=0}^{4} h_{k}, \) The source term can take the form \( S_{i} = 0.25 \left[ \frac{1}{2} (\partial_{i} u_{i} - \frac{\mathbf{r}}{c}) - 2 \frac{u_{i} \mathbf{e}_{i}}{c} \right]. \)

3. Boundary conditions:

Boundary conditions are an important issue when using the LBM to simulate fluid flows. The no-slip boundary conditions can be handled by the momentum exchange scheme [30], bounce-back or modified bounce-back [29], or the non-equilibrium bounce-back scheme [31]. Here in our study, the modified bounce-back scheme
and the momentum and thermal boundary conditions are all illustrated in Fig. 1. In the problem, a vertical cylindrical crucible filled with a melt to a height \( H = R_c \) rotates with an angular velocity \( \Omega \). The top of the melt is bounded by a coaxial cylinder with radius \( R_s = \lambda R_c \) (\( \lambda = 0.4 \)) which rotates with angular velocity \( \Omega_c \). There is a phase boundary between the crystal and melt. In the top right part of the melt \( (R > R_c) \), there is a free surface. \( u_x, u_y, u_w \) are the axial, radial and azimuthal velocities respectively.

The dimensionless parameters are Reynolds number \( Re_c, Re_s \), Prandtl number \( Pr \) and Grashof number \( Gr \) are defined as

\[
Re_c = \frac{R_c^2 \Omega}{v}, \quad Re_s = \frac{R_s^2 \Omega_c}{v}, \quad Pr = \frac{\nu}{\kappa}, \quad Gr = \frac{g \beta \Delta T (T_c - T_s) R_c^3}{\nu^2 v^2}.
\]

In our simulations, \( Pr = 0.05 \). The parameters can be determined in the following ways. When a case of \( Gr = 0 \) is simulated, a characteristic velocity \( U_c = \sqrt{\frac{g \beta \Delta T (T_c - T_s)}{\nu^2 v^2}} \) was defined, which may represent the maximum magnitude of the velocity in the flow field. Due to the incompressibility flow, we set \( U_c = 0.15 \) l.u./t.s. Although here \( U_c \) represents the maximum magnitude of the velocity, in fact, in all of our simulation results, the maximum velocity is always less than \( U_c \). Then, \( v \) can be determined from a given \( Gr \) because \( Gr = \frac{v^2 U_c^2}{\nu^2} \). Hence, the other parameters, such as \( \kappa, \tau \), can all be determined. For example, in the cases of \( Gr = 2.5 \times 10^6 \),

\[
Re_c = 100 \text{ l.u.}, \quad v = 0.009487 \text{ l.u.}^2/\text{t.s.}; \quad \tau = \frac{\nu}{R_c} + 0.5 = 0.5285. \quad \text{Pr} = 0.05, \quad \text{we get} \quad k_0 = 1.8987 \text{ l.u.}^2/\text{t.s.}; \quad \text{If the free parameter} \quad \eta_y = \eta = 0.5, \quad \text{then} \quad \tau_y = \frac{k_0}{\eta y^2 \kappa} + 0.5 = 0.8795 \quad \text{and} \quad \tau_s = \frac{1}{\kappa \tau_y} + 0.5 = 0.5190.
\]

For \( Gr = 0 \), the parameters are determined in another way. First, a characteristic velocity \( U_c = \frac{1}{k} \) is used and is usually set as 0.15 l.u./t.s., then parameters such as \( v, \tau, \) etc. can be calculated.

In our simulations, zero velocity and zero temperature were initialized in the whole computational domain and the convergence criterion in our simulation is set to

\[
\frac{\sum_{ij} \left| \mathbf{u}(x_i, t - \Delta t) - \mathbf{u}(x_i, t) \right|^2}{\sum_{ij} \left| \mathbf{u}(x_i, t) \right|^2} < 10^{-6},
\]

where the summation is over the entire system. \( \Delta t \) is usually set to 5000 t.s. in most of our simulations.

The stream function in the simulations, \( \psi \) is defined as

\[
\frac{\partial \psi}{\partial r} = -u_r, \quad \frac{\partial \psi}{\partial \phi} = u_\phi,
\]

with \( \psi = 0 \) on the all boundaries of the computational domain. In the following sections, The nondimensional temperature is defined as \( T = \frac{T_x - T_s}{T_c - T_s} \), where \( T_s \) is the temperature of the crystal, \( R_c \), and \( \frac{T_c}{T_s} \) are used as the length and velocity scales to normalize the dimensional values, for example, the stream function is normalized by \( \psi = \psi_{s} / \frac{T_c}{T_s} \), where \( \psi_{s} \) is the stream function value in lattice units. The minimum and maximum values of stream function denoted by \( \psi_{\min} \) and \( \psi_{\max} \) are used to compare the results of our scheme with available data in the literature [21].

Initially, the grid independence of the results was examined. We choose the case A2 as an example. In this case, \( Gr = 0 \), \( Re = 10^3 \), and \( Re_c = 0 \). The \( \psi_{\min} \) and \( \psi_{\max} \) are compared to the result of Bansch et al. [21] in Table 1. In this table, we can see that 100×100 grid is sufficient to obtain accurate results.

We also investigated whether \( \tau_x \) and \( \tau_y \) would affect the numerical results even when \( \tau \) is fixed. Table 2 shows that if \( \tau_y \) is not too large \( (\tau < 0.2) \), the discrepancy of \( \psi_{\max} \) between our numerical results and Bansch et al. [21] are less than 1%. Hence, when \( \tau_y \) is not much larger than unity, the choice of parameters \( \tau_x \) and \( \tau_y \) in our numerical scheme will not affect the accuracy of the results. The numerical error of the velocity field (defined in Eq. (14)) as a function of time steps are also illustrated in Fig. 2. For the error calculation we chose \( At = 500 \) t.s. It seems that the convergence behavior of all cases are similar and results for cases 1–3 are almost identical.

Secondly, as many as 11 cases with difference parameter sets were simulated. The 11 cases were classified into four groups. In group A, the crystal rotates with \( Re_c \), varying from \( 10^3 \) to \( 10^4 \), while the crucible is at rest with \( Gr = 0 \). In group B, the crystal and crucible rotate in opposite direction. Group A and B are all forced convection problems. The cases in group C are natural convection problems. In the cases of group D, the melt flows combined both the natural convection and forced convection were investigated which are more related to practical applications.

Table 3 shows the comparison of the computed minimum and maximum stream function values for 11 cases. A 200×200 grid was used in the simulation of cases A3 and B3. The grid used in the other simulations is 100×100. For comparison, we also present the results of Buckle et al. [1] using the finite volume method. In
and Mach number, usually we have $U_d$ and $\lambda$ are decreasing to measure the minimum $|\lambda|$. Results and Buckle et al. [1] are usually less than 8%.

For the cases in group B, the crystal and crucible rotate in opposite directions. As a result, there are two vortices with opposite directions appearing in the upper left corner just below the crystal and the lower right corner. The positions of the vortices change with the Reynolds number. In the natural convection flow cases of group C, the crucible and the crystal are all at rest. There is a primary vortex induced by the temperature difference between the crystal and the crucible. In the cases of group D, when $Re_x < 10^7$, the natural convective flow dominates the melt flow while the force convective flow induced by the crystal only has a minor effect.

### 4.2 Numerical stability comparison

The numerical stability of the LBM depends on the relaxation time $\tau$, the Mach number of the flow and the size of mesh. In the LBM, if $\tau$ is very close to 0.5, numerical instabilities may appear and $\psi_{max}$ is usually case-dependent. The Reynolds number is usually defined as $Re = \frac{C_0}{\tau} = \frac{\bar{\epsilon}}{\bar{C}_1}$ and the Mach number in the LBM should obey $\frac{C_2}{\tau} \ll 1$. To simulate the cases of high Reynolds number, with limitation of $\psi_{max}$ and Mach number, usually we have to increase the value of $\tau$ (i.e., enlarge the grid size).

Compared with the previous LBM scheme [5,6], the present scheme solves the whole flow system by LBM as opposed to the hybrid method. It is more consistent and shows increased numerical stability as demonstrated below.

To compare the numerical stability of our method and previous models [5,6], the benchmark case A1 and C1 of melt flow in Cz crystal growth were also simulated using their hybrid methods with the same boundary condition treatment. Numerical stability can be demonstrated by computing the minimum $\tau$ value at which numerical instability does not appear. For case A1, the characteristic velocity $U_0$ is decreasing to measure the minimum $\tau$ when the numerical simulations are still stable. For the case C1, the Gr number in the simulations is $10^7$. Then $U_0$ is being reduced to see when the numerical instability appears. The $\psi_{max}$s for these schemes are listed in Table 4. From Table 4, we can see that in all cases, $\psi_{max}$ of the present scheme are smaller than those of Peng et al. [5] and Huang et al. [6]. We conclude that our LB scheme is much more stable than the hybrid schemes [5,6].

**Table 2** Parameter dependence of $\tau_x$, $\tau_y$ for case C2, $Gr = 10^7$, $Re_x = 0$, and $Re_y = 0$ with grid size 100x100.

<table>
<thead>
<tr>
<th>Case</th>
<th>$Gr$</th>
<th>$Re_x$</th>
<th>$Re_y$</th>
<th>$\psi_{min}$</th>
<th>$\psi_{max}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>A1</td>
<td>0</td>
<td>10^2</td>
<td>0</td>
<td>$-2.3537 \times 10^{-1}$</td>
<td>$5.4058 \times 10^{-6}$</td>
</tr>
<tr>
<td>A2</td>
<td>0</td>
<td>10^3</td>
<td>0</td>
<td>$-5.0332 \times 10^6$</td>
<td>$3.9064 \times 10^{-5}$</td>
</tr>
<tr>
<td>A3</td>
<td>0</td>
<td>10^4</td>
<td>0</td>
<td>$-4.7296 \times 10^3$</td>
<td>$5.5884 \times 10^{-4}$</td>
</tr>
<tr>
<td>B1</td>
<td>0</td>
<td>10^2</td>
<td>-25</td>
<td>$-1.1449 \times 10^2$</td>
<td>$1.1796 \times 10^{-1}$</td>
</tr>
<tr>
<td>B2</td>
<td>0</td>
<td>10^3</td>
<td>-25</td>
<td>$-1.5532 \times 10^0$</td>
<td>$1.1108 \times 10^0$</td>
</tr>
<tr>
<td>B3</td>
<td>0</td>
<td>10^4</td>
<td>-2500</td>
<td>$-8.3532 \times 10^9$</td>
<td>$4.8137 \times 10^9$</td>
</tr>
<tr>
<td>C1</td>
<td>10^5</td>
<td>0</td>
<td>0</td>
<td>$-5.0760 \times 10^2$</td>
<td>$2.8399 \times 10^1$</td>
</tr>
<tr>
<td>C2</td>
<td>10^6</td>
<td>0</td>
<td>0</td>
<td>$-3.3955 \times 10^1$</td>
<td>$9.3392 \times 10^0$</td>
</tr>
<tr>
<td>D1</td>
<td>10^7</td>
<td>0</td>
<td>0</td>
<td>$-5.6875 \times 10^0$</td>
<td>$2.8816 \times 10^1$</td>
</tr>
<tr>
<td>D2</td>
<td>10^8</td>
<td>0</td>
<td>0</td>
<td>$-6.6822 \times 10^1$</td>
<td>$2.4938 \times 10^1$</td>
</tr>
</tbody>
</table>

**Table 3** Results for the 11 test cases obtained by the LBM and the finite volume method [1].

<table>
<thead>
<tr>
<th>Case</th>
<th>$Gr$</th>
<th>$Re_x$</th>
<th>$Re_y$</th>
<th>$\psi_{min}$</th>
<th>$\psi_{max}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>A1</td>
<td>0</td>
<td>10^2</td>
<td>0</td>
<td>$-2.3537 \times 10^{-1}$</td>
<td>$5.4058 \times 10^{-6}$</td>
</tr>
<tr>
<td>A2</td>
<td>0</td>
<td>10^3</td>
<td>0</td>
<td>$-5.0332 \times 10^6$</td>
<td>$3.9064 \times 10^{-5}$</td>
</tr>
<tr>
<td>A3</td>
<td>0</td>
<td>10^4</td>
<td>0</td>
<td>$-4.7296 \times 10^3$</td>
<td>$5.5884 \times 10^{-4}$</td>
</tr>
<tr>
<td>B1</td>
<td>0</td>
<td>10^2</td>
<td>-25</td>
<td>$-1.1449 \times 10^2$</td>
<td>$1.1796 \times 10^{-1}$</td>
</tr>
<tr>
<td>B2</td>
<td>0</td>
<td>10^3</td>
<td>-25</td>
<td>$-1.5532 \times 10^0$</td>
<td>$1.1108 \times 10^0$</td>
</tr>
<tr>
<td>B3</td>
<td>0</td>
<td>10^4</td>
<td>-2500</td>
<td>$-8.3532 \times 10^9$</td>
<td>$4.8137 \times 10^9$</td>
</tr>
<tr>
<td>C1</td>
<td>10^5</td>
<td>0</td>
<td>0</td>
<td>$-5.0760 \times 10^2$</td>
<td>$2.8399 \times 10^1$</td>
</tr>
<tr>
<td>C2</td>
<td>10^6</td>
<td>0</td>
<td>0</td>
<td>$-3.3955 \times 10^1$</td>
<td>$9.3392 \times 10^0$</td>
</tr>
<tr>
<td>D1</td>
<td>10^7</td>
<td>0</td>
<td>0</td>
<td>$-5.6875 \times 10^0$</td>
<td>$2.8816 \times 10^1$</td>
</tr>
<tr>
<td>D2</td>
<td>10^8</td>
<td>0</td>
<td>0</td>
<td>$-6.6822 \times 10^1$</td>
<td>$2.4938 \times 10^1$</td>
</tr>
<tr>
<td>D3</td>
<td>10^9</td>
<td>0</td>
<td>0</td>
<td>$-6.6822 \times 10^1$</td>
<td>$2.4938 \times 10^1$</td>
</tr>
</tbody>
</table>
Thus our LB scheme provides a significant advantage in simulating melt flow cases with high Reynolds number and high Grashof number for a given mesh resolution.

### 4.3. Flow behavior at high Grashof number

Compared to the full 3D simulations, the 2D axisymmetric simulations predict a later onset of oscillations and stochastic flow [2]. However, even for Gr as high as $6 \times 10^6$, which is of practical interest, for the mean temperature and root-mean-square temperature oscillation field, there is only a slight discrepancy between the results of the 2D axisymmetric and 3D simulations [2]. Hence, the axisymmetric simulation in high Grashof number still captures the main flow characteristics.

Here we used the LBM to investigate the unsteady behavior in the melt flow in Czochralski crystal growth for high Gr. Using the grid $100 \times 100$, we obtained accurate results for cases with $Gr$ around $6 \times 10^6$.

Fig. 3 shows the oscillation of $\psi_{\text{max}}$ in the flow field for cases $Gr = 2.4 \times 10^6$, $2.5 \times 10^6$, and $2.6 \times 10^6$ as functions of time. The time is a non-dimensional value, $t = \frac{t_{LB}}{t_{LB}}$, where $t_{LB}$ is the time step in LBM simulations. We can see that for the case of $Gr = 2.4 \times 10^6$, $\psi_{\text{max}}$ finally becomes a constant, indicating the flow is in the steady-state regime. When the Grashof number increases to $2.5 \times 10^6$ and $2.6 \times 10^6$, the flows are entering a periodic regime. The critical Grashof number $Gr_c$ for this transition is about $2.5 \times 10^6$. The oscillation amplitude of $\psi_{\text{max}}$ in the latter two cases are 0.15 and 1.49, respectively.

We also observed that the oscillation amplitude of the $\psi_{\text{max}}$ is proportional to $(Gr - Gr_c)^{0.6}$ when $(Gr < Gr < 6 \times 10^6)$. Our results are illustrated in Fig. 4. The linear fit of the data shows $\Delta \psi_{\text{max}} = 0.00666(Gr - Gr_c)^{0.6} - 0.522$, where $\Delta \psi_{\text{max}}$ is the oscillation amplitude of $\psi_{\text{max}}$. (See Fig. 4).

Fig. 5 shows the oscillations of the temperature at the point $(r = 0.64, x = 0.5)$. When $(Gr < Gr < 6 \times 10^6)$, the mean temperature distribution of these periodic flows and that in the steady flow regime $(Gr < Gr_c)$ are similar. The difference is that the temperature and velocities are oscillating harmonically around a mean value at each point in the computational domain. For the cases of $Gr = 7 \times 10^6$ and $7.5 \times 10^6$, multiple-harmonic amplitudes become significant. For larger Gr (the curves 4, 5, 6 in Fig. 5), the oscillations become very complex. For such high Gr cases, it is hard to distinguish one or multiple main frequencies from our analysis of the frequency spectra. In these high Gr cases the flows become chaotic.

By analysis of the frequency spectra, one or multiple main frequencies are obtained for cases $Gr < 10^7$. The details are listed in Table 5. We can see that when $Gr_c < Gr < 6 \times 10^6$, there is only one main frequency in the flow which increases monotonically from 3047 to 4356. In the case of $Gr = 7.0 \times 10^6$, there are two main frequencies. In the case of $Gr = 7.5 \times 10^6$, the frequencies are locked at $f_2 = \frac{\omega}{2\pi} = \frac{\omega}{2\pi}$, where $f_0 = 4903$. Further higher Gr leads to a chaotic behavior. Thus the route to chaotic behavior is through period doubling as observed in many other complex systems.

We also plotted the contours of the average temperature and rms amplitude of temperature oscillations for the largest Grashof number $Gr = 6 \times 10^6$ in Fig. 6. The rms amplitude of the temperature oscillations is defined as

![Fig. 3. The oscillation of $\psi_{\text{max}}$ in cases of $Gr = 2.4 \times 10^6$, $2.5 \times 10^6$, and $2.6 \times 10^6$.](image)

![Fig. 4. The oscillation amplitude $\psi_{\text{max}}$ as a function of $(Gr - Gr_c)^{0.6}$, where $Gr_c$ is about $2.5 \times 10^6$.](image)

![Fig. 5. Temperature oscillations at the point $(r = 0.64, x = 0.5)$. Curves 1–6 are obtained from cases of $Gr = 6 \times 10^6$, $7 \times 10^6$, $7.5 \times 10^6$, $1 \times 10^7$, $3 \times 10^7$, and $6 \times 10^7$.](image)

![Fig. 6. The rms amplitude of the temperature oscillations is defined as](image)

<table>
<thead>
<tr>
<th>$Gr$</th>
<th>Frequency</th>
<th>Frequency [2]</th>
</tr>
</thead>
<tbody>
<tr>
<td>$2.5 \times 10^6$</td>
<td>3047</td>
<td>3140</td>
</tr>
<tr>
<td>$2.6 \times 10^6$</td>
<td>3082</td>
<td>–</td>
</tr>
<tr>
<td>$3.0 \times 10^6$</td>
<td>3275</td>
<td>–</td>
</tr>
<tr>
<td>$4.3 \times 10^6$</td>
<td>3792</td>
<td>–</td>
</tr>
<tr>
<td>$6.0 \times 10^6$</td>
<td>4356</td>
<td>4320</td>
</tr>
<tr>
<td>$7.0 \times 10^6$</td>
<td>1135, 4705</td>
<td>1100, 4670</td>
</tr>
<tr>
<td>$7.5 \times 10^6$</td>
<td>Locked $f_2 = \frac{\omega}{2\pi} = \frac{\omega}{2\pi}$, where $f_0 = 4903$</td>
<td>Locked $f_2 = \frac{\omega}{2\pi} = \frac{\omega}{2\pi}$, where $f_0 = 4880$</td>
</tr>
</tbody>
</table>
where the symbol $\langle \rangle$ implies the averaging over the whole time interval. The distributions of these mean quantities at such high Grashof number is found still similar to those obtained by 3D simulations [2].

In this section, we observed the typical flow patterns in the oscillation regimes. These observations and frequency analysis agree well with the study of Nikitin et al. [2] who obtained their results from a spectral-finite-difference method.

5. Conclusions

A lattice Boltzmann scheme has been applied to solving melt flows in the CZ crystal growth system. Not only the NS equations are solved by the LBM, but also the equation for swirling velocity and the heat equation. It is more consistent in methodology and has better numerical stability than hybrid schemes [5,6]. As a result, this scheme can give results for high Reynolds number and high Grashof number cases with smaller grid size.

Through study on the flows with high Grashof number, the transition from steady flow to periodic flow is found to be occur at about $2.5 \times 10^6$. The oscillation amplitude $\phi_{\text{rms}}$ is proportional to $(Gr - Gr_c)^{0.5}$ for $2.5 \times 10^6 < Gr < 6 \times 10^6$. This conclusion agrees well with the study of Nikitin et al. [2]. The frequencies of the unsteady flow we obtained also seem correct. The distributions of the mean quantities of the temperature and rms of temperature at high Grashof number are found to be similar to the 3D results in Ref.[2]. The axisymmetric simulations are still useful to predict the real 3D melt flow in CZ crystal growth in such a high Grashof number.
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