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This study presents model extensions for a lattice Boltzmann (LB) approach to thermal axisymmetric flow
including swirl or rotation. An incompressible axisymmetric lattice Boltzmann D2Q9 model was applied
to solve the axial and radial velocities through inserting source terms into the two-dimensional lattice
Boltzmann equation. The equations governing azimuthal (or swirling) velocity and the temperature were
also solved by the LBM. It is found that this scheme is much more stable and consistent compared to
previous hybrid schemes. It provides a significant advantage in simulation of melt flows with high
Reynolds number and high Grashof number. The present scheme was validated by comparing the LB
results with benchmark solutions for melt flow in Czochralski crystal growth. Unsteady flows with high
Grashof numbers were studied in detail. The critical Grashof number for the onset of the oscillation is
found to be about 2:5� 106. The oscillation amplitude wmax is proportional to ðGr � GrcÞ0:5 for
2:5� 106 < Gr < 6� 106. The frequencies and flow patterns of the unsteady flows are also analyzed.
The distributions of the mean quantities of the temperature and rms of temperature at Grashof number
as high as 6� 107 is found to be similar to those obtained by 3D simulations.

� 2014 Elsevier Ltd. All rights reserved.
1. Introduction

Many important engineering flows involve swirl or rotation,
e.g., flows in combustion, turbomachinery and mixing tanks.
Axisymmetric flows including swirl and thermal effects are more
complex than isothermal axisymmetric flows without rotation
since all these effects are all coupled non-linearly by the governing
equations.

Melt flow in crystal growth systems is a complex flow system
including swirling and thermal effects. Czochralski (CZ) crystal
growth is one of the major prototypical systems for melt-crystal
growth. Because the CZ crystal growth system is able to produce
large single and perfect crystals, it has received substantial
attention [1–4]. In typical CZ crystal growth systems, the high
Reynolds and Grashof number of the melt make numerical
simulation difficult due to the stiffness of the corresponding partial
difference equations.

Conventional computational fluid dynamics (CFD) methods
such as finite volume and finite difference methods have been
developed to study flows in CZ crystal growth system [1–4]. In
the last two decades, the lattice Boltzmann (LB) method has been
developed as an alternative numerical scheme for solving the
incompressible Navier–Stokes (NS) equations. One main advantage
of the LBM is that the convection operator of LBM in phase space is
linear and exact which may be better than the discretization meth-
ods for the convection terms in conventional CFD methods [5–7].

The standard two-dimensional (2D) LBM is based on the Carte-
sian coordinate system. Hence, axisymmetric swirling flows can
not directly be simulated as a quasi-three-dimensional problem
in cylindrical coordinates using a standard 2D LBM. On the other
hand, axisymmetric swirling flows can be simulated by the
three-dimensional (3D) LBM [8] which uses 3D cubic lattices with
proper curved wall boundary treatment directly. However, that
implies a large grid size and is computationally expensive.

In 2001, Halliday et al. [9] proposed an axisymmetric D2Q9
model to simulate isothermal axisymmetric flows. The main idea
of the model is to insert several spatial and velocity dependent
‘‘source’’ terms into the 2D lattice Boltzmann equation (LBE) [10–
12]. Following the idea of Halliday et al. [9], Peng et al. [5] used a
hybrid scheme to study the melt flow in CZ crystal growth. In this
scheme, an axisymmetric D2Q9 LBM is used to solve the NS
equation in cylindrical coordinates and the swirling velocity and
the temperature are solved by a finite difference method.
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However, the axisymmetric model and hybrid scheme used by
Peng et al. [5] and Huang et al. [6] is unstable for simulations of
melt flows with high Reynolds number (Re = 104) and high Grashof
number (Gr = 107) even with very fine grids. To improve the
numerical stability, we propose that not only the NS equations
but also the governing equation for the swirling velocity and tem-
perature be solved by the LBM. This is more consistent and it
results in improved numerical stability than the hybrid schemes.

The melt flows in CZ crystal growth system can be described by
the NS equations and two convection diffusion equations (CDE). An
incompressible axisymmetric LB model [13] is used for solving the
NS equations. For solving the CDE, D2Q9, D2Q7, and D2Q5 models
in literature are available [14–19]. Here a simple D2Q5 model is
used for solving the CDE.

The scheme described below is qualitatively different from the
method discussed by Chen et al. [19], who simulate the melt flow
system by solving three CDEs and a Poisson equation. Usually, the
LBM solves incompressible time-dependent NS equations more
efficiently than the common explicit CFD methods because the
Poisson equation is not required to be solved in the LBM. The pres-
ent scheme does not require a Poisson equation to be solved and
only two CDEs are required to be solved. Hence, the present
scheme can be demonstrated to be more efficient than the scheme
of Chen et al. [19].

Our LB scheme was initially validated by comparing the LBM
results with the benchmark solutions for melt flow in Czochralski
crystal growth [20]. Our numerical results were also compared
with the data of Bansch et al. [21] and Nikitin et al. [2]. Numerical
stability tests are also performed.

Although there are many studies on hydrodynamic stability
phenomena in melt flow in CZ crystal growth [22], there are only
very few specific numerical data to figure out a critical Grashof
number where the temperature oscillations begin [2,22].

Here we focus on cases with high Grashof numbers. The flow
patterns and frequencies of unsteady flows with high Grashof
numbers was analyzed. The critical Grashof number for the onset
of the oscillation and the behavior of oscillation amplitude were
investigated in detail. The distributions of the mean quantities of
the temperature and root-mean-square (rms) of temperature at
high Grashof number were also investigated.

2. Numerical methods

2.1. Governing equations

The following continuity equation (Eq. (1)) and Navier–Stokes
momentum equations (Eq. (2)) in pseudo-Cartesian coordinates
ðx; rÞ are used to describe the laminar axisymmetric flow in axial
and radial directions [23],
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where ub(b ¼ x; r) are the two components of velocity; ua is the
velocity ux or ur; m is the kinematic viscosity. The symmetry axis is
in x direction. Q is an additional source term that may appear in
some flow problems. In the above equations we adopt the Einstein
summation convention.

For axisymmetric swirling flows, there are no circumferential
gradients but there may still be non-zero swirling velocities uh.
The momentum equation of azimuthal velocity is
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In Eq. (2), the Boussinesq approximation is applied to the
buoyancy force term Q ¼ gc0ðT � TcÞdax, where g is the acceleration
due to gravity; c0 is the thermal expansion coefficient; Tc is the
temperature of crucible (refer to Fig. 1). The governing equation
of temperature is

@tT þ @bðubTÞ ¼ k0@bð@bTÞ þ G; ð4Þ

where the Prandtl number Pr is defined as Pr ¼ m
k0

, and k0 is the ther-
mal diffusion constant. In the above equation, G ¼ m

Pr
1
r @rT � T ur

r ,
which can be regarded as a source term.

2.2. Axisymmetric lattice Boltzmann method

In our study we use an axisymmetric lattice Boltzmann D2Q9
model [13], which is derived from an incompressible LBGK D2Q9
model [24]. The evaluation equation to describe 2D flow in (x; rÞ
pseudo-Cartesian coordinates is Eq. (5), which is similar to the
evaluation equation for standard D2Q9 model in 2D (x; yÞ Cartesian
coordinates. The difference is that a source term Hð1Þi and Hð2Þi were
incorporated into the microscopic evolution equation.
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In Eq. (5), fiðx; r; tÞ are the distribution functions for particles
with velocity ei at position (x; rÞ and time t. The 9 discrete velocities
ei are given by e0 ¼ ð0;0Þ; ei ¼ c cosði� 1Þ p2 ;

�
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4ÞÞ;
i = 5,6,7,8. where c ¼ dx/dt. dx and dt are the lattice spacing (l:u.)
and time step size (t:s.). In our studies c � 1 l:u:=t:s. Hð1Þi and Hð2Þi

are the ‘‘source’’ terms added to the collision operator. They are
responsible to recover the extra terms in the continuity equation
(Eq. (1)) and momentum equations (Eq. (2)), respectively [13].
The non-dimensional relaxation time constant s and the fluid vis-
cosity satisfies m ¼ c2

s dtðs� 0:5Þ, where cs ¼ c/
ffiffiffi
3
p

. In Eq. (5), the
equilibrium distribution functions (EDF) f eq

i of the incompressible
D2Q9 model are given [24]
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p is the hydrodynamic pressure and q0 is the density of fluid. In
the above equations, x0 ¼ 4=9, xi ¼ 1=9, ði ¼ 1;2;3;4Þ, xi ¼ 1=36,
ði ¼ 5;6;7;8Þ. They are nondimensional parameters.

The pressure p and momentum q0u are defined as:
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where Fa represents the acceleration of a body force or source term
in the momentum equations and has the unit of l:u:=ðt:s:Þ2.

In order to recover the extra terms,
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in the 2-D NS equations, the following source terms should be
added into the lattice Boltzmann equation [13,25]
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Fig. 1. The momentum and thermal boundary conditions of melt flow in Czochralski crystal growth.
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For the velocity derivatives in the above equations, the term
@rux þ @xur can be obtained through Eq. (10),
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is equal to (@rux þ @xurÞ � @xur . Since (@rux þ @xurÞ can be easily ob-
tained by Eq. (10), only the value of @xur is left unknown to deter-
mine @rux . Here a finite difference method is used to obtain @xur

at lattice node (i; jÞ, which can be calculated by ð@xurÞi;j �
ððurÞiþ1;j � ðurÞi�1;jÞ=ð2dxÞ.

The values of @rux þ @xur; @xux , @rur , @rux and @xur for the lattice
nodes on the wall boundary can also be calculated from Eq. (10)
and a one sided finite-difference scheme. Hence, for the additional
source term in our model, most velocity gradient terms can be
obtained from second order moments of non-equilibrium distribu-
tion functions, which is consistent with the philosophy of the LBM.

2.3. Lattice Boltzmann methods for CDE

He and Luo have shown that the LB equation can be derived
from the Boltzmann equation [26]. Since the hydrodynamic mo-
ments of f eq

i can be evaluated by quadrature formulas, the 2D
velocity space n is discretized into several finite velocities ei[26].
To solve the 2D NS equations, a D2Q9 velocity model with 9 veloc-
ities is necessary for a Cartesian coordinate lattice [26]. However,
to recover a CDE, the derivation of the CDE from the LBE shows that
fourth-order isotropic lattice tensors are not required. Hence,
models with fewer velocities, e.g., D2Q5 and D2Q4, can be used
[15,32–34].

In the following part, we illustrate how to solve a typical CDE
(Eq. (4)) using LBM. In many studies [14,16,17,19], when the LB
method is used to solve a CDE, a common LBE in the form of Eq.
(11) is used.

giðxþ eidt; t þ dtÞ � giðx; tÞ ¼
1
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� �
þ dtSi: ð11Þ

In Eq. (11), sg is a nondimensional relaxation time constant and
Si is a source term used to recover the source term G in Eq. (4). The
EDF, geq

i , has different forms in the studies referenced above.
The EDF of f eq

i relevant to NS equations (i.e., Eq. (2)) involves
terms of Oðu2Þ. However, the solution of the CDE does not require
second-order velocity terms; keeping only terms of OðuÞ in the EDF
has been proven consistent with the second-order spatial accuracy
of LBM [27]. Here we adopt this strategy and in the EDF of the
following models, only terms of OðuÞ are retained. Keeping terms
of OðuÞ in the EDF and through the derivative procedure from
Boltzmann equation to LB equation [26], we can obtain a general
formula for weighting factors in EDF is
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2c2 ð12Þ
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P
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that when gg ¼ 0:5, Eq. (12) becomes a D2Q4 model formula.
There are some specific cases of the above general formula in

the literature. In the study of Huber et al. [18],
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et al. [19], the EDF is given by geq
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In Eq. (4), G ¼ m
Pr
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r . To mimic Eq. (4) correctly, through

Chapman-Enskog expansion we obtained the constraints of Si in
Eq. (11): G ¼

P
iSi and

P
ieibSi ¼ 0. For convenience, Si take the

form Si ¼ 0:25G; i = 1,2,3,4 in our LBM simulations, which satisfy
the constraints.

To solve the momentum equation of azimuthal velocity, i.e., Eq.
(3), the third LBE can be written as
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3. Boundary conditions:

Boundary conditions are an important issue when using the
LBM to simulate fluid flows. The no-slip boundary conditions can
be handled by the momentum exchange scheme [30], bounce-back
or modified bounce-back [29], or the non-equilibrium bounce-back
scheme [31]. Here in our study, the modified bounce-back scheme



Table 1
Grid dependence tests for Case A2 with Gr ¼ 0; Rex ¼ 103, and Rec=0.

Grid wmin wmax

50 � 50 �5.3981 4.6496 � 10�5

100 � 100 �5.0332 3.9064 � 10�5

150 � 150 �5.1812 8.7524 � 10�5

200 � 200 �5.1656 8.9199 � 10�5

Ref. [21] �5.1492 4.8799 � 10�4

H. Huang et al. / International Journal of Heat and Mass Transfer 74 (2014) 156–163 159
[29] was adopted to handle the no-slip boundary. In this scheme,
collision and forcing still occur at boundary nodes, which is also
consistent with the momentum exchange scheme [30]. For the four
corner points in our simulations, the scheme proposed by Zou and
He [31] was applied. For example, in the left lower corner point x,
the unknown distribution functions f1; f2; f5, f6 and f8 are obtained
from f1 ¼ f3; f 2 ¼ f4; f 5 ¼ f7, and f6 ¼ f8 ¼ 0:5ðqðxþ e5Þ � f0

�2ðf3 þ f4 þ f7ÞÞ. This is implemented just after the streaming step
and before the collision step.

For the axisymmetric boundary condition (i.e., the x-axis), the
specular reflection scheme was applied to lattice nodes in axis
[5]. The specular reflection scheme can be applied to model the
free-slip boundary condition where no tangential momentum is
being exchanged with the boundary. Hence, for the free surface
(e.g., x ¼ H; Rx < r < Rc in our setup depicted in Fig. 1), the specu-
lar boundary condition is also applied.

For the boundary conditions of the CDE, two types of boundary
conditions are used, simple bounce-back and revised regularized
scheme [28]. In simulations including a Neumann type boundary,
the bounce-back scheme is applied while when the macroscopic
variable T or uw are specified in the boundary, the revised regular-
ized scheme is applied. The simple bounce-back used here means
the standard collision process does not occur on the boundary. In
contrast, the regularized scheme implies that the collision process
on the boundary node is still implemented and the idea of ‘‘bounce
back of opposite value of off-equilibrium parts’’ is adopted [28].

4. Results and Discussion

4.1. Validation

In CZ crystal growth, the melt flow is very complex because it is
a combination of natural convection due to thermal gradients and
forced convection induced by rotation of the crystal and the cruci-
ble. Here, the Wheeler benchmark problem [20] in Czochralski
crystal growth is used as a test case to validate the numerical
method. The configuration and the momentum and thermal
boundary conditions are all illustrated in Fig. 1. In the problem, a
vertical cylindrical crucible filled with a melt to a height H ¼ Rc ro-
tates with an angular velocity Xc . The top of the melt is bounded by
a coaxial crystal with radius Rx ¼ kRc (k ¼ 0:4) which rotates with
angular velocity Xx. There is a phase boundary between the crystal
and melt. In the top right part of the melt (R > RxÞ, there is a free
surface. ux;ur ;uh are the axial, radial and azimuthal velocities
respectively.

The dimensionless parameters are Reynolds number Rec;Rex,
Prandtl number Pr and Grashof number Gr are defined as

Rec ¼
R2

c Xc

m
; Rex ¼

R2
c Xx

m
; Pr ¼ m

k0
; Gr ¼ gc0 Tc � Txð ÞR3

c

m2 :

In our simulations, Pr = 0.05. The parameters can be determined
in the following ways. When a case of Gr – 0 is simulated, a char-
acteristic velocity Ut ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
gc0ðTc � TxÞRc

p
was defined, which may

represent the maximum magnitude of the velocity in the flow field.
Due to the incompressibility flow, we set Ut ¼ 0:15 l:u:=t:s.
Although here Ut represents the maximum magnitude of the veloc-
ity, in fact, in all of our simulation results, the maximum velocity is
always less than Ut . Then, m can be determined from a given Gr

because Gr ¼ U2
t R2

c
m2 . Hence, the other parameters, such as k0; s, can

all be determined. For example, in the cases of Gr ¼ 2:5� 106;

Rc ¼ 100 l:u., m ¼ 0:009487 l:u:2=t:s., s ¼ m
c2

s dt
þ 0:5 ¼ 0:5285. From

Pr ¼ 0:05, we get k0 ¼ 0:1897 l:u:2=t:s., If the free parameter
gg ¼ gh ¼ 0:5, then sg ¼ k0

gg c2dt
þ 0:5 ¼ 0:8795 and sh ¼ m

ghc2dt
þ 0:5

¼ 0:5190.
For Gr ¼ 0, the parameters are determined in another way. First
a characteristic velocity Uh ¼ RcXxk ¼ m

Rc
Rexk is used and is usually

set as 0:15 l:u:=t:s., then parameters such as m; s, etc. can be
calculated.

In our simulations, zero velocity and zero temperature were ini-
tialized in the whole computational domain and the convergence
criterion in our simulation is set to

P
i;j uðxi; rj; t � DtÞ � uðxi; rj; tÞ


 

2

P
i;j uðxi; rj; tÞ


 

2 < 10�6; ð14Þ

where the summation is over the entire system. Dt is usually set to
5000 t:s. in most of our simulations.

The stream function in the simulations, w is defined as

@w
@r
¼ �rux;

@w
@x
¼ rur ; ð15Þ

with w ¼ 0 on the all boundaries of the computational domain. In
the following sections, The nondimensional temperature is defined
as T 0 ¼ T�Tx

Tc�Tx
, where Tx is the temperature of the crystal. Rc , and m

Rc
are

used as the length and velocity scales to normalize the dimensional
values, for example, the stream function is normalized by
w ¼ wLB=

m
Rc

R2
c , where wLB is the stream function value in lattice units.

The minimum and maximum values of stream function denoted by
wmin and wmax are used to compare the results of our scheme with
available data in the literature [21].

Initially, the grid independence of the results was examined.
We choose the case A2 as an example. In this case, Gr ¼ 0,
Rex ¼ 103, and Rec ¼ 0. The wmin and wmax are compared to the result
of Bansch et al. [21] in Table 1. In this table, we can see that
100�100 grid is sufficient to obtain accurate results.

We also investigated whether sg and sh would affect the numer-
ical results even when s is fixed. Table 2 shows that if sg is not too
large (sg < 2:0), the discrepancy of wmax between our numerical re-
sults and Bansch et al. [21] are less than 1%. Hence, when sg is not
much larger than unity, the choice of parameters sg and sh in our
numerical scheme will not affect the accuracy of the results. The
numerical error of the velocity field (defined in Eq. (14)) as a func-
tion of time steps are also illustrated in Fig. 2. For the error calcu-
lation we chose Dt ¼ 500t:s: It seems that the convergence
behavior of all cases are similar and results for cases 1–3 are al-
most identical.

Secondly, as many as 11 cases with difference parameter sets
were simulated. The 11 cases were classified into four groups. In
group A, the crystal rotates with Rex varying from 102 to 103, while
the crucible is at rest with Gr ¼ 0. In group B, the crystal and cru-
cible rotate in opposite direction. Group A and B are all forced con-
vection problems. The cases in group C are natural convection
problems. In the cases of group D, the melt flows combined both
the natural convection and forced convection were investigated
which are more related to practical applications.

Table 3 shows the comparison of the computed minimum and
maximum stream function values for 11 cases. A 200�200 grid
was used in the simulation of cases A3 and B3. The grid used in
the other simulations is 100�100. For comparison, we also present
the results of Buckle et al. [1] using the finite volume method. In



Table 2
Parameter dependence of sg ; sh for case C2, Gr ¼ 106 ; Rex ¼ 0, and Rec ¼ 0 with grid
size 100�100.

case sg sh gg ;gh wmin wmax

1 1.10 0.530 0.500 �0.31246 93.426
2 1.40 0.545 0.333 �0.34608 93.430
3 2.00 0.575 0.200 �0.46462 93.446
4 3.50 0.650 0.100 �1.0216 93.665
5 6.50 0.800 0.050 �2.2113 94.750
Ref. [21] — — — �0.27504 92.874

Fig. 2. The convergence behavior of the numerical error of velocity field for the C2
case with different sg and sh .

Table 4
Numerical stability comparison for case A1 and C1, grid 100�100.

case smin (Present) smin ([8]) smin ([5])

A1 0.515 ± 0.005 0.625 ± 0.013 0.725 ± 0.037
C1 0.512 ± 0.005 0.606 ± 0.008 0.671 ± 0.013
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Table 3, the relative difference between our results and those of
Buckle et al. [1] are also illustrated. The relative difference is de-

fined as: drel ¼ jðwmaxÞLB�ðwmaxÞB jþjðwminÞLB�ðwminÞB j
jðwmaxÞB jþjðwminÞB j

. The subscript ‘LB’ and

‘B’ means the results of LBM and those of Buckle et al. [1]. Noted
in the cases A1 and B1, the original wmin in Ref. [1] were misprinted
[21].

From the table, we can see for the A3 case, the discrepancy of
our LBM result and that of the Buckle et al. [1] is about 17%. This
is large but is more consistent with the result of Bansch et al.
[21]. In their result, for the case A3, wmin and wmax are
�4.2262�101 and 1.7701�10�1, respectively. Almost in all of the
other 10 cases, the maximum absolute values of the stream func-
tion computed by the LBM agree very well with those of Buckle
et al. [1] and Bansch et al. [21]. The discrepancies between our
results and Buckle et al. [1] are usually less than 8%.

For the cases in group A, there is a primary vortex induced by
rotation of the crystal and the intensity of the corresponding vor-
Table 3
Results for the 11 test cases obtained by the LBM and the finite volume method [1].

Case Gr Rex Rec wmin w

A1 0 102 0 �2.3537 � 10� 1 5.
A2 0 103 0 �5.0332 � 100 3.
A3 0 104 0 �4.7296 � 101 5.
B1 0 102 �25 �5.1457 � 10� 2 1.
B2 0 103 �250 �1.5532 � 100 1.
B3 0 104 �2500 �8.3532 � 100 4.
C1 105 0 0 �5.0760 � 10� 3 2.
C2 106 0 0 �3.3935 � 10� 1 9.
D1 105 101 0 �5.6875 � 10� 3 2.
D2 105 102 0 �5.6847 � 10� 3 2.
D3 105 103 0 �6.6822 � 10� 1 2.
tex (represented by wmax) with the Reynolds number of crystal.
For the cases in group A with a higher Reynolds number, the center
of the vortex moves towards the side wall of the crucible. For the
cases in group B, the crystal and crucible rotate in opposite direc-
tions. As a result, there are two vortices with opposite directions
appearing in the upper left corner just below the crystal and the
lower right corner. The positions of the vortices change with the
Reynolds number. In the natural convection flow cases of group
C, the crucible and the crystal are all at rest. There is a primary vor-
tex induced by the temperature difference between the crystal and
the crucible. In the cases of group D, when Rex < 103, the natural
convective flow dominates the melt flow while the force convec-
tive flow induced by the crystal only has a minor effect.
4.2. Numerical stability comparison

The numerical stability of the LBM depends on the relaxation
time s, the Mach number of the flow and the size of mesh. In the
LBM, if s is very close to 0.5, numerical instabilities may appear
and smin is usually case-dependent. The Reynolds number is usually

defined as Re ¼ UD
m ¼ U

cs

� �
c
cs

� �
D
dx

� �
1

ðs�0:5Þ and the Mach number in the

LBM should obey U
cs
� 1. To simulate the cases of high Reynolds

number, with limitation of smin and Mach number, usually we have
to increase the value of D

dx
(i.e., enlarge the grid size).

Compared with the previous LBM scheme [5,6], the present
scheme solves the whole flow system by LBM as opposed to the hy-
brid method. It is more consistent and shows increased numerical
stability as demonstrated below.

To compare the numerical stability of our method and previous
models [5,6], the benchmark case A1 and C1 of melt flow in CZ
crystal growth were also simulated using their hybrid methods
with the same boundary condition treatment. Numerical stability
can be demonstrated by computing the minimum s value at which
numerical instability does not appear. For case A1, the characteris-
tic velocity Uh is decreasing to measure the minimum s when the
numerical simulations are still stable. For the case C1, the Gr num-
ber in the simulations is 106. Then Ut is being reduced to see when
the numerical instability appears. The smins for these schemes are
listed in Table 4. From Table 4, we can see that in all cases, smin

of the present scheme are smaller than those of Peng et al. [5]
and Huang et al. [6]. We conclude that our LB scheme is much
more stable than the hybrid schemes [5,6].
max wmin(Ref. [1]) wmax(Ref. [1]) drelð%Þ

4058 � 10� 6 �2.3447 � 10� 1 1.5642 � 10� 6 3.13
9064 � 10� 5 �5.3642 � 100 1.5257 � 10� 4 6.17
5884 � 10� 1 �4.0443 � 101 1.9320 � 10� 1 17.76
1449 � 10� 1 �5.0203 � 10� 2 1.1796 � 10� 1 2.81
1108 � 100 �1.6835 � 100 1.2414 � 100 8.93
8137 � 100 �8.5415 � 100 5.2708 � 100 4.67
8599 � 101 �1.1936 � 10� 3 2.8437 � 101 0.58
3592 � 101 �3.9699 � 10� 1 9.2100 � 101 1.68
8816 � 101 �4.7057 � 10� 3 2.8420 � 101 1.41
8794 � 101 �4.7092 � 10� 4 2.8393 � 101 1.43
4938 � 101 �6.5631 � 10� 1 2.4829 � 101 0.47
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Thus our LB scheme provides a significant advantage in simulat-
ing melt flow cases with high Reynolds number and high Grashof
number for a given mesh resolution.
Fig. 4. The oscillation amplitude wmax as a function of ðGr � GrcÞ0:5, where Grc is
about 2:5� 106.

Fig. 5. Temperature oscillations at the point (r = 0.64, x = 0.5). Curves 1–6 are
obtained from cases of Gr ¼ 6� 106, 7� 106, 7:5� 106, 1� 107, 3� 107, and
6� 107.
4.3. Flow behavior at high Grashof number

Compared to the full 3D simulations, the 2D axisymmetric sim-
ulations predict a later onset of oscillations and stochastic flow [2].
However, even for Gr as high as 6� 107, which is of practical inter-
est, for the mean temperature and root-mean-square temperature
oscillation field, there is only a slight discrepancy between the
results of the 2D axisymmetric and 3D simulations [2]. Hence,
the axisymmetric simulation in high Grashof number still captures
the main flow characteristics.

Here we used the LBM to investigate the unsteady behavior in
the melt flow in Czochralski crystal growth for high Gr. Using the
grid 100�100, we obtained accurate results for cases with Gr
around 106.

Fig. 3 shows the oscillation of wmax in the flow field for cases
Gr ¼ 2:4� 106, 2:5� 106, and 2:6� 106 as functions of time. The
time is a nondimensional value, t ¼ tLBm

R2
c

, where tLB is the time steps
in LBM simulations. We can see that for the case of
Gr ¼ 2:4� 106;wmax finally becomes a constant, indicating the flow
is in the steady-state regime. When the Grashof number increases
to 2:5� 106 and 2:6� 106, the flows are entering a periodic regime.
The critical Grashof number Grc for this transition is about
2:5� 106. The oscillation amplitude of wmax in the latter two cases
are 0.15 and 1.49, respectively.

We also observed that the oscillation amplitude of the wmax is
proportional to ðGr � GrcÞ0:5 when ðGrc < Gr < 6� 106Þ. Our results
are illustrated in Fig. 4. The linear fit of the data shows
dwmax ¼ 0:00666ðGr � GrcÞ0:5 � 0:522, where dwmax is the oscillation
amplitude of wmax. (See Fig. 4).

Fig. 5 shows the oscillations of the temperature at the point
(r = 0.64, x = 0.5). When ðGrc < Gr < 6� 106Þ, the mean tempera-
ture distribution of these periodic flows and that in the steady flow
regime (Gr < Grc) are similar. The difference is that the tempera-
ture and velocities are oscillating harmonically around a mean va-
lue at each point in the computational domain. For the cases of
Gr ¼ 7� 106 and 7:5� 106, multiple-harmonic amplitudes become
significant. For larger Gr (the curves 4, 5, 6 in Fig. 5), the oscillations
become very complex. For such high Gr cases, it is hard to distin-
guish one or multiple main frequencies from our analysis of the
frequency spectra. In these high Gr cases the flows become chaotic.

By analysis of the frequency spectra, one or multiple main
frequencies are obtained for cases Gr < 107. The details are listed
in Table 5. We can see that when Grc < Gr < 6� 106, there is only
one main frequency in the flow which increases monotonically
from 3047 to 4356. In the case of Gr ¼ 7:0� 106, there are two
main frequencies. In the case of Gr ¼ 7:5� 106, the frequencies
Fig. 3. The oscillation of wmax in cases of Gr ¼ 2:4� 106, 2:5� 106, and 2:6� 106.
are locked f2 ¼ f1
2 ¼

f0
8 , where f0 ¼ 4903. Further higher Gr leads to

a chaotic behavior. Thus the route to chaotic behavior is through
period doubling as observed in many other complex systems.

We also plotted the contours of the average temperature and
rms amplitude of temperature oscillations for the largest Grashof
number Gr ¼ 6� 107 in Fig. 6. The rms amplitude of the tempera-
ture oscillations is defined as
Table 5
Frequency of the flows in the periodic regime.

Gr Frequency Frequency [2]

2:5� 106 3047 3140

2:6� 106 3082 –

3:0� 106 3275 –

4:3� 106 3792 –

6:0� 106 4356 4320

7:0� 106 1135, 4705 1100, 4670

7:5� 106 Locked f2 ¼ f1
2 ¼

f0
8 where

f0=4903
Locked f2 ¼ f1

2 ¼
f0
8 where

f0=4880
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162 H. Huang et al. / International Journal of Heat and Mass Transfer 74 (2014) 156–163
Trmsðx; rÞ ¼ hðTðx; r; tÞ � hTðx; r; tÞiÞ2i0:5 ð16Þ

where the symbol hi implies the averaging over the whole time
interval. The distributions of these mean quantities at such high
Grashof number is found still similar to those obtained by 3D sim-
ulations [2].

In this section, we observed the typical flow patterns in the
oscillation regimes. These observations and frequency analysis
agree well with the study of Nikitin et al. [2] who obtained their
results from a spectral-finite-difference method.
5. Conclusions

A lattice Boltzmann scheme has been applied to solving melt
flows in the CZ crystal growth system. Not only the NS equations
are solved by the LBM, but also the equation for swirling velocity
and the heat equation. It is more consistent in methodology and
has better numerical stability than hybrid schemes [5,6]. As a
result, this scheme can give results for high Reynolds number
and high Grashof number cases with smaller grid size.

Through study on the flows with high Grashof number, the
transition from steady flow to periodic flow is found to be occur
at about 2:5� 106. The oscillation amplitude wmax is proportional
to ðGr � GrcÞ0:5 for 2:5� 106 < Gr < 6� 106. This conclusion agrees
well with the study of Nikitin et al. [2]. The frequencies of the
unsteady flow we obtained also seem correct. The distributions
of the mean quantities of the temperature and rms of temperature
at high Grashof number are found to be similar to the 3D results in
Ref.[2]. The axisymmetric simulations are still useful to predict the
real 3D melt flow in CZ crystal growth in such a high Grashof
number.
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