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The feedback number of a graph G is the minimum number of vertices whose removal
from G results in an acyclic subgraph. We use f (n,k) to denote the feedback number of
the (n,k)-star graph Sn,k and p(n,k) the number of k-permutations of an n-element set.
This paper proves that

p(n,k) − 2(k − 1)!
(
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)
� f (n,k)� p(n,k) − 2(k − 1)!
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)
,

where θ = min{k − 1,n − k + 1}.
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1. Introduction

Let G = (V , E) be a graph without loops and multiple
edges, with vertex-set V (G) and edge-set E(G). A subset
F ⊂ V (G) is called a feedback set if the subgraph G − F is
acyclic, that is, if G − F is a forest. The minimum cardinal-
ity of a feedback set is called the feedback number of G .

Determining the feedback number is quite difficult even
for some well-known graphs, such as the hypercube [3].
In fact, the problem determining feedback number for a
graph was proved to be NP-complete by Karp in 1972
(see the 7th of 21 problems in [4]). However, some upper
bounds of feedback numbers for some well-known graphs
have been established (see, for example, [1], the recent ar-
ticle [8] and references cited therein). In particular, Wang
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et al. [5] gave an upper bound of the feedback number
for the n-star graph Sn , which has n! vertices. There is a
large gap between n! and (n+1)! if Sn is extended to Sn+1.
To compensate for this shortcoming, Chiang and Chen [2]
proposed the (n,k)-star graph Sn,k , where Sn,n−1 = Sn and
Sn,1 = Kn , the complete graph on n vertices. Let f (n,k) de-
note the feedback number of Sn,k . This paper proves that

p(n,k) − 2(k − 1)!
(

n

k − 1

)
� f (n,k)

� p(n,k) − 2(k − 1)!
θ∑

i=1

(
n − 2i + 1

k − i

)
,

where θ = min{k − 1,n − k + 1} and p(n,k) is the number
of k-permutations of an n-element set.

The proof of the result is in Section 3. In Section 2,
we give the definition of the (n,k)-star graph Sn,k , several
lemmas and construct a feedback set of Sn,k .
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2. Some definitions and lemmas

Throughout this paper, we follow Xu [6] for graph-
theoretical terminology and notation not defined here. Let
G = (V , E) be a graph. For two vertices x and y, xy ∈
E(G) implies that x and y are adjacent, that is, there
is an edge connecting x and y in G . For a subset S ⊂
V (G), NG(S) denotes the set of neighbors of S , namely,
NG(S) = {x ∈ V (G − S): xy ∈ E(G), y ∈ S}, and G[S] de-
notes the subgraph induced by S . The set S is called cycle-
free or acyclic if G[S] is acyclic, that is, G[S] has no cy-
cles. Let In be the set {1,2,3, . . . ,n}, and let P (n,k) be
the set of k-permutations on In for 1 � k < n, that is,
P (n,k) = {x1x2 . . . xk | xi ∈ In, xi �= x j, 1 � i �= j � k}. Let
p(n,k) = |P (n,k)|. Then p(n,k) = n!/(n − k)!.

Definition 2.1. The (n,k)-star graph, denoted by Sn,k , is
specified by two integers n and k where 1 � k < n. The
vertex-set of Sn,k is P (n,k). The adjacency is defined as
follows: a vertex x1x2 . . . xi . . . xk is adjacent to a vertex

(1) xi x2 · · · xi−1x1xi+1 · · · xk , where 2 � i � k (swap x1 with
xi ).

(2) αx2x3 · · · xk , where α ∈ In − {xi | 1 � i � k} (replace x1
by α).

Fig. 1 shows a (4,2)-star graph S4,2.
The edges of type (1) are referred to as i-edges (2 �

i � k), and the edges of type (2) are referred to as 1-edges.
The vertices of type (1) are referred to as swap-adjacent
vertices, and the vertices of type (2) are referred to as
unswap-adjacent vertices. We also call i-edge as swap-edge
(2 � i � k), and call 1-edge as unswap-edge. Clearly, every
vertex in Sn,k has k − 1 swap-adjacent vertices and n − k
unswap-adjacent vertices. Usually, if x = x1x2 . . . xk is a ver-
tex in Sn,k , we call xi the i-th bit for each i = 1,2, . . . ,k.

It has been shown by Chiang and Chen [2] that Sn,k
is an (n − 1)-regular (n − 1)-connected vertex-transitive
graph. In order to simplify our arguments, we will par-
tition P (n,k) into some subsets according an equivalence
relation on P (n,k).

Definition 2.2. A relation R on the set P (n,k) is defined
as follows. For any two elements x = x1x2 . . . xk and y =
y1 y2 . . . yk in P (n,k), we have

xR y ⇔ xi = yi for each i = 2,3, . . . ,k.

It is a simple exercise to verify that the relation R de-
fined in Definition 2.2 is an equivalence relation on P (n,k).

For each u ∈ P (n,k), the equivalence class of u is the
set

[u] = {
x
∣∣ xRu, x ∈ P (n,k)

}
.

For example, see Fig. 1, if u = 14 is a vertex in S4,2, then
[u] = {14,24,34}. So, all equivalence classes form a parti-
tion of P (n,k), denoted by

P(n,k) = {[u] ∣∣ u ∈ P (n,k)
}
.

For example, see Fig. 1,
Fig. 1. (4,2)-star graph S4,2.

P(4,2)

= {{21,31,41}, {12,32,42}, {13,23,43}, {14,24,34}}.
Clearly, |P(n,k)| = p(n,k − 1). It is also clear that, for

any two distinct elements x and y in P (n,k), if they are in
different equivalence classes, say x ∈ [u] and y ∈ [v], then
there is a swap-edge between x and y. On the other hand,
if they are in the same equivalence class, say x, y ∈ [u],
then there is an unswap-edge between x and y, which
implies that the subgraph of Sn,k induced by [u] is isomor-
phic to a complete graph Kn−k+1. Since Sn,1 is isomorphic
to Kn , whose feedback number is n − 2, we can assume
k � 2 in the following discussion.

Definition 2.3. Define a mapping

σ : P (n,k − 1) → P(n,k)

subject to, for any α = x2x3 . . . xk ∈ P (n,k − 1),

σ(α) = {
xα

∣∣ x ∈ In \ {x2, x3, . . . , xk}
}
.

Lemma 2.1. The mapping σ is a bijection from P (n,k − 1) to
P(n,k).

Proof. On the one hand, for any two distinct elements
α = x2x3 . . . xk and β = y2 y3 . . . yk in P (n,k − 1), we have
σ(α) = {xα | x ∈ In \ {x2, x3, . . . , xk}} and σ(β) = {yβ |
y ∈ In \ {y2, y3, . . . , yk}}. Clearly, σ(α) ∩ σ(β) = ∅, which
means σ is an injection.

On the other hand, for any [u] ∈ P(n,k), say u =
x1x2 . . . xk , let us set α = x2x3 . . . xk . Then α ∈ P (n,k − 1)

and σ(α) = {xα | x ∈ In \ {x2, x3, . . . , xk}} = [u]. Then σ is a
surjection.

It follows that σ is a bijection from P (n,k − 1) to
P(n,k). The lemma follows. �

By Lemma 2.1, P(n,k) can be viewed as

P(n,k) = {
σ(α)

∣∣ α ∈ P (n,k − 1)
}
,

which is a partition of vertex-set V (Sn,k), that is, V (Sn,k) =⋃
α∈P (n,k−1) σ (α), and σ(αi) ∩ σ(α j) = ∅ for any two dis-

tinct αi,α j ∈ P (n,k − 1).
Since σ is a bijection, P (n,k) can be decomposed into

p(n,k − 1) subsets by σ(α), each of them induces a sub-
graph of Sn,k , denoted by Sα

n,k−1, which is isomorphic to
Kn−k+1, for each α ∈ P (n,k − 1), see Fig. 1 for S4,2.
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A subset S ⊆ V (Sn,k) is called an acyclic set of Sn,k if the
subgraph of Sn,k induced by S contains no cycle. A feed-
back set F of Sn,k is called to be minimum if |F | = f (n,k).
It is clear that S is an acyclic set of Sn,k if and only if
V (Sn,k − S) is a feedback set of Sn,k . Let Sn,k denote the
set of all acyclic sets of Sn,k . Then

f (n,k) = ∣∣V (Sn,k)
∣∣ − max

{|S| ∣∣ S ∈ Sn,k
}
.

Let S ∈ Sn,k . Since the feedback number of Kn−k+1 is
n − k − 1, an acyclic subgraph of Kn−k+1 has at most two
vertices. In other words, for each α ∈ P (n,k − 1), at most
two vertices in Sα

n,k−1 (∼= Kn−k+1) are contained in S . This
fact implies |S| � 2p(n,k − 1), and so |V (Sn,k)| − |S| �
|V (Sn,k)| − 2p(n,k − 1). Thus, we obtain a lower bound of
f (n,k) immediately

f (n,k) = ∣∣V (Sn,k)
∣∣ − max

{|S| ∣∣ S ∈ Sn,k
}

�
∣∣V (Sn,k)

∣∣ − 2p(n,k − 1).

We state this lower bound as the following lemma.

Lemma 2.2. f (n,k) � |V (Sn,k)| − 2p(n,k − 1).

In the following discussion, our aim is to give an up-
per bound of f (n,k). Thus, to obtain an upper bound of
f (n,k), a usual way is to construct an acyclic set of Sn,k .

We attempt to construct an acyclic set of Sn,k based on
a simple observation. The set of vertices in P (n,k) whose
first position is exactly one less or more than other k − 1
positions is certainly an acyclic set. For example, in S4,2,
the set S = {12,23,34,21,32,43} is an acyclic set, see
Fig. 1. Such a chosen acyclic set S is maybe small. Thus,
we add some vertices to S from P (n,k − 1) chosen accord-
ing to the above way.

To state our way in detail, we need some notations.
For each α = x1 · · · xk−1 ∈ P (n,k − 1), since xi ∈ In

for each i = 1,2, . . . ,k, we can assign it a sequence
γ1(α)γ2(α) · · ·γk−1(α) satisfying γ1(α) < γ2(α) < · · · <

γk−1(α). For example, if α = 527 ∈ P (n,3), then γ1(α) = 2,
γ2(α) = 5 and γ3(α) = 7.

Let θ = min{k − 1,n − k + 1}. By the hypothesis of 2 �
k � n − 1, we have θ � 1. For each m ∈ Iθ = {1,2, . . . , θ},
let

X1 = {
α ∈ P (n,k − 1)

∣∣ γ1(α) > 1
}
,

Yk−1 = {
α ∈ P (n,k − 1)

∣∣ γk−1(α) < n
}
,

Xm

=
{
α ∈ P (n,k − 1)

∣∣∣ γi(α) = 2i − 1 for each i ∈ Im−1

γm(α) > 2m − 1

}

for m > 1,

Yk−m

=
{
α ∈ P (n,k − 1)

∣∣∣ γk−i(α) = n − 2i + 2, i ∈ Im−1

γk−m(α) < n − 2m + 2

}

for m > 1. (2.1)

By the definition of Xm , if n � 2k − 2, then θ = k − 1
and n � γθ (α) > 2(k − 1) − 1 = 2k − 3; if n � 2k − 3, then
θ = n − k + 1 � k − 2, since 2θ − 1 < γθ (α) < γθ+1(α) <

· · · < γk−1(α)� n, we have n � 2θ − 1 + (k − θ) = θ +k − 1,
that is, γθ (α) = 2θ,γθ+i(α) = 2θ + i for i = 1, . . . ,k − 1 − θ

and γk−1(α) = n. Thus, Xm is well-defined for any m ∈ Iθ
when θ + k − 1 � n � 2k − 3.

Similarly, Yk−m is also well-defined for any m ∈ Iθ .
For example, in S6,4, for α ∈ P (6,3), we have θ = 3,

and⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

X1 = {
α ∈ P (6,3)

∣∣ γ1(α) > 1
}
,

Y3 = {
α ∈ P (6,3)

∣∣ γ3(α) < 6
}
,

X2 = {
α ∈ P (6,3)

∣∣ γ1(α) = 1, γ2(α) > 3
}
,

Y2 = {
α ∈ P (6,3)

∣∣ γ3(α) = 6, γ2(α) < 4
}
,

X3 = {
α ∈ P (6,3)

∣∣ γ1(α) = 1, γ2(α) = 3, γ3(α) > 5
}
,

Y1 = {
α ∈ P (6,3)

∣∣ γ3(α) = 6, γ2(α) = 4, γ1(α) < 2
}
.

In other words, the set Xm defined in (2.1) is such a set
of (k − 1)-elements in P (n,k − 1) which contains (m − 1)

elements 1,3, . . . ,2m − 3 but m elements 2,4, . . . ,2m −
2,2m−1 in In . The former have p(k−1,m−1) choices and
the latter have p(n − 2m + 1,k − m) choices from P (n,k −
1). Similarly, the set Yk−m defined in (2.1) is such a set
of (k − 1)-elements in P (n,k − 1) which contains (m − 1)

elements n,n − 2, . . . ,n − 2m but m elements n − 1,n −
3, . . . ,n − 2m + 3,n − 2m + 2 in In . The former have p(k −
1,m − 1) choices and the latter have p(n − 2m + 1,k − m)

choices from P (n,k − 1). Thus, for any m ∈ Iθ ,

|Xm| = |Yk−m|
= p(k − 1,m − 1)p(n − 2m + 1,k − m). (2.2)

Let

X0 = P (n,k − 1) −
θ⋃

m=1

Xm,

Yk = P (n,k − 1) −
θ⋃

m=1

Yk−m. (2.3)

It is easy to see that both {X0, X1, X2, . . . , Xθ } and
{Yk, Yk−1, Yk−2, . . . , Yk−θ } are partitions of P (n,k −1). Fur-
thermore, we have the following conclusion.

Lemma 2.3. {Xi ∩ Yk− j | i, j ∈ {0,1, . . . , θ}} is a partition of
P (n,k − 1).

Proof. We first show that, for any i, j, s, t ∈ {0,1, . . . , θ},
either (Xi ∩ Yk− j) ∩ (Xs ∩ Yk−t) = ∅ or Xi ∩ Yk− j = Xs ∩
Yk−t .

Noting that both {X0, X1, X2, . . . , Xθ } and {Yk, Yk−1,

Yk−2, . . . , Yk−θ } are partitions of P (n,k − 1), we prove this
conclusion according to the relationship among i, j, s, t .

If s = i and t = j, then Xi ∩ Yk− j = Xs ∩ Yk−t .
If s = i and t �= j, then

(Xi ∩ Yk− j) ∩ (Xs ∩ Yk−t) = (Xi ∩ Xs) ∩ (Yk− j ∩ Yk−t)

= Xi ∩∅ = ∅.

If s �= i and t = j, then
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(Xi ∩ Yk− j) ∩ (Xs ∩ Yk−t) = (Xi ∩ Xs) ∩ (Yk− j ∩ Yk−t)

= ∅∩ Yk− j = ∅.

If s �= i and t �= j, then

(Xi ∩ Yk− j) ∩ (Xs ∩ Yk−t) = (Xi ∩ Xs) ∩ (Yk− j ∩ Yk−t)

= ∅∩∅ =∅.

It is clear that

θ⋃
i=0

θ⋃
j=0

(Xi ∩ Yk− j) =
θ⋃

i=0

(
Xi ∩

θ⋃
j=0

Yk− j

)

=
θ⋃

i=0

Xi = P (n,k − 1).

Thus, the lemma follows. �
For each m ∈ Iθ , let

Sm = {
xα ∈ P (n,k)

∣∣ α ∈ Xm, x = γm(α) − 1
}
,

Tk−m = {
xα ∈ P (n,k)

∣∣ α ∈ Yk−m, x = γk−m(α) + 1
}
.

(2.4)

Clearly, Si ∩ S j = ∅, Ti ∩ T j = ∅ and Si ∩ T j = ∅ for any
i, j ∈ Iθ . Thus,

|Sm| = |Xm| = |Yk−m| = |Tk−m| for each m ∈ Iθ . (2.5)

Let

S = S1 ∪ S2 ∪ · · · ∪ Sθ ,

T = Tk−1 ∪ Tk−2 ∪ · · · ∪ Tk−θ . (2.6)

From the definitions of Sm and Tk−m , we can easily find
the following proposition.

Proposition 2.1. For any α ∈ P (n,k − 1),
σ(α) ∩ S = ∅ if α ∈ X0 and |σ(α) ∩ S| = 1 if α ∈ Xi for

any i ∈ Iθ ;
σ(α) ∩ T =∅ if α ∈ Yk and |σ(α) ∩ T | = 1 if α ∈ Yk− j for

any j ∈ Iθ .

From Proposition 2.1, we have the following proposition
immediately.

Proposition 2.2. For any α ∈ P (n,k − 1),
|σ(α) ∩ (S ∪ T )| = 2 if α ∈ Xi ∩ Yk− j for any i, j ∈ Iθ ;
|σ(α) ∩ (S ∪ T )| = 1 if α ∈ Xi ∩ Yk for any i ∈ Iθ ;
|σ(α) ∩ (S ∪ T )| = 1 if α ∈ X0 ∩ Yk− j for any j ∈ Iθ ;
|σ(α) ∩ (S ∪ T )| = 0 if α ∈ X0 ∩ Yk.

Lemma 2.4. Let α ∈ P (n,k − 1).
If α ∈ X0 , then either

γi(α) = 2i − 1 for each i = 1,2, . . . ,k − 1 (2.7)

or there exists some � ∈ In such that

γi(α) = 2i − 1 for each i = 1,2, . . . , �,

γ�+1(α) = 2�. (2.8)
If α ∈ Yk, then either

γk− j(α) = n − 2 j + 2 for each j = 1,2, . . . ,k − 1 (2.9)

or there exists some � ∈ In such that

γk− j(α) = n − 2 j + 2 for each j = 1,2, . . . , �,

γk−�−1(α) = n − 2� + 1. (2.10)

Proof. If α ∈ X0, then α /∈ X1, which implies γ1(α) = 1,
and α /∈ X2, which implies γ2(α)� 3.

If γ2(α) = 2, we get � = 1. If γ2(α) = 3 and α /∈ X3,
then γ3(α) � 5.

If γ3(α) = 4, we get � = 2. Else, if γ3(α) = 5 and α /∈
X4, then γ4(α)� 7.

In general, we have γi(α) = 2i − 1 for each i =
1,2, . . . ,k − 1, or we can find an � such that γi(α) = 2i − 1
for each i = 1,2, . . . , � and γ�+1(α) = 2�.

In the same argument, we can prove that the conclu-
sion is true for α ∈ Yk . �
Lemma 2.5. The set S ∪ T is an acyclic set in Sn,k.

Proof. Let H be the subgraph of Sn,k induced by S ∪ T and
let u be any vertex in H . In order to prove the lemma, we
only need to prove that u is not in a cycle in H . Since
u ∈ S ∪ T , by (2.6), there exist i and j in Iθ such that u ∈
Si ∪ Tk− j . We can, without loss of generality, assume u ∈
Si . We want to prove that u is not in a cycle in H .

By the definition of Si in (2.4), there exists α ∈ Xi such
that u = (γi(α)−1)α, where γi(α) > 2i −1. By Lemma 2.3,
we consider two cases depending on α ∈ Xi ∩ Yk or α ∈
Xi ∩ Yk− j .

Case 1. α ∈ Xi ∩ Yk .
Since α ∈ Xi , by Proposition 2.2, we have σ(α) ∩ (S ∪

T ) = {u}. Thus, σ(α)∩ Si = {u}, σ(α) ∩ S j =∅ and σ(α)∩
Tk− j = ∅ for any j �= i. So, the neighbors of u in H are
all swap-adjacent vertices. By Lemma 2.4, α ∈ Yk satisfies
(2.9) or (2.10).

If α ∈ Yk satisfies (2.9) then, when j = k − 1, γ1(α) =
n − 2k + 4. Since α ∈ Xi , we consider two cases depending
on i = 1 or i > 1 by (2.1).

(a) If i > 1, then γ1(α) = 1 by (2.1). Thus, we have n −
2k + 4 = 1, that is, n = 2k − 3, and so θ = min{k − 1,n −
k + 1} = k − 2. This fact implies that α consists of all k − 1
odd integers in I2k−3. However, γi(α) �= 2i − 1 in α ∈ Xi
and 1 � i � θ = k − 2, a contradiction.

(b) If i = 1, then γ1(α) > 1 by (2.1). Thus, n − 2k + 4 =
γ1(α) > 1, and u = (γ1(α) − 1)α = (n − 2k + 3)α. Since
γk− j(α) = n −2 j +2 ( j = 1,2, . . . ,k −1) by (2.1), it is clear
that u is an isolated vertex in G[S ∪ T ].

If α ∈ Yk satisfies (2.10), then the degree of u in H is
at most one. Moreover, if the degree of u is one then its
neighbor is a swap-adjacent vertex obtained from u by re-
placing the first bit of u with γk−1−�(α). Thus, u is not in
a cycle in H .

Case 2. α ∈ Xi ∩ Yk− j .
In this case, |σ(α) ∩ (S ∪ T )| = 2 by Proposition 2.2.

Then u has the only unswap-adjacent vertex, say, v in
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σ(α) ∩ Tk− j . Since u = (γi(α) − 1)α, v = (γk− j(α) + 1)α
by (2.4). Thus, k − j � i since α ∈ Xi ∩ Yk− j �= ∅. So, we
have that⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

γ1(α) = 1,

. . .

γi−1(α) = 2i − 1,

γi(α) > 2i − 1,

. . .

γk− j(α) < n − 2 j + 2,

γk− j+1(α) = n − 2 j + 4,

. . .

γk−1(α) = n.

We want to prove that u is not in a cycle in H . To
understand our proof, let us see an example first. For ex-
ample, in S12,7, u = 56 378(12)1, then α = 6378(12)1 ∈
X3 ∩ Y5, where k = 7, i = 3, j = 2, and⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩

γ1(α) = 1,

γ2(α) = 3,

γ3(α) = 6 > 5,

γ4(α) = 7,

γ5(α) = 8 < 10,

γ6(α) = 12.

The vertex u has the only unswap-adjacent vertex
v = 96 378(12)1 and the only swap-adjacent vertex v−

1 =
86 375(12)1 in H , where v−

1 is obtained from u by swap-
ping the first bit (5) with 8. The vertex v−

1 has no unswap-
adjacent vertex and has the only swap-adjacent vertex
u+

1 = 69 378(12)1 in H obtained from v by swapping the
first bit (9) with 6. The vertex u+

1 has the only unswap-
adjacent vertex v+

1 = (10)9378(12)1 in H . The vertex v+
1

has the only swap-adjacent vertex u+
2 = 793(10)8(12)1 in

H obtained from v+
1 by swapping the first bit (10) with 7.

The vertex u+
2 has no unswap-adjacent vertex. Thus, the

subgraph of H induced by {v−
1 , u, v, u+

1 , v+
1 , u+

2 } is a path
(v−

1 , u, v, u+
1 , v+

1 , u+
2 ) in H whose edges are alternately in

swap-edges and unswap-edges starting and ending with
swap-edges.

In general, there are two possible cases: either
γk− j(α) = γk− j−1(α) + 1 or γi(α) = γi+1(α) − 1.

If γk− j(α) = γk− j−1(α) + 1, then u has the only swap-
adjacent vertex, say v−

1 , obtained from u by swapping the
first bit with γk− j(α), and denoted by v−

1 = γk− j(α)α−
1 . If

γi(α
−
1 ) > 2i − 1, then v−

1 has the only unswap-adjacent
vertex u−

1 = (γi(α
−
1 ) − 1)α−

1 ; else v−
1 has no unswap-

adjacent vertex. Similarly, if γk− j(α
−
1 ) = γk− j−1(α

−
1 ) + 1,

then u−
1 has the only swap-adjacent vertex, say v−

2 , ob-
tained from u−

1 by swapping the first bit with γk− j(α
−
1 ),

and denoted by v−
2 = γk− j(α

−
1 )α−

2 .
Continue this process. Since γi(α

−
� ) = γi(α

−
�−1) − 1

(where α−
0 = α), this process will stop in finite steps. Un-

til either γk− j(α
−
� ) > γk− j−1(α

−
� ) + 1, which implies that

u−
� has no swap-adjacent vertex, or γi(α

−
� ) = 2i − 1, which

implies that v− has no unswap-adjacent vertex. In other
�
words, this process must stop when it meets with a ver-
tex of degree one. So, we can get the vertex-sequence
(u, v−

1 , u−
1 , v−

2 , u−
2 , . . . , v−

� , u−
� ), whose induced subgraph

of H is not a cycle, but a path. Thus, u is not in a cycle
in H .

Similarly, if γi(α) = γi+1(α) − 1, then v has the only
swap-adjacent vertex, say u+

1 , obtained from v by swap-
ping the first bit with γi(α), and denoted by u+

1 =
γi(α)α+

1 . If γk− j(α
+
1 ) < n − 2 j + 2, then u+

1 has the only
unswap-adjacent vertex v+

1 , which is (γk− j(α
+
1 ) + 1)α+

1 .
Similarly, if γi(α

+
1 ) = γi+1(α

+
1 ) − 1, then v+

1 has the only
swap-adjacent vertex, say u+

2 , obtained from v+
1 by swap-

ping the first bit with γi(α
+
1 ), and denoted by u+

2 =
γi(α

+
1 )α+

2 .
Continue this process. Since γk− j(α

+
� ) = γk− j(α

+
�−1) + 1

(where α+
0 = α), this process will stop in finite steps. Un-

til either γi(α
+
� ) < γi+1(α

+
� ) − 1, which implies that v+

�

has no swap-adjacent vertex, or γk− j(α
+
� ) = n − 2 j + 2,

which implies that u+
� has no unswap-adjacent vertex. In

other words, this process must stop when it meets with a
vertex of degree one. So, we can get the vertex-sequence
(v, u+

1 , v+
1 , u+

2 , v+
2 , . . . , u+

� , v+
� ), whose induced subgraph

of H is not a cycle, but a path. Thus, v is not in a cycle
in H .

Thus, we proved that u is not in a cycle in H , and the
lemma follows. �

By Lemma 2.5, we immediately have the following con-
clusion.

Lemma 2.6. The set V (Sn,k) − (S ∪ T ) is a feedback set of Sn,k.

3. Proofs of main results

Theorem 3.1. For each k with 2 � k < n and θ = min{k−1,n−
k + 1},

p(n,k) − 2(k − 1)!
(

n

k − 1

)
� f (n,k)

� p(n,k) − 2(k − 1)!
θ−1∑
i=0

(
n − 2i − 1

k − i − 1

)
.

Proof. Since S ∩ T =∅, by (2.5) and (2.2), we have that

|S ∪ T | = 2
θ∑

i=1

p(k − 1, i − 1)p(n − 2i + 1,k − i)

= 2
θ∑

i=1

(k − 1)!
(k − i)!

(n − 2i + 1)!
(n − k − i + 1)!

= 2(k − 1)!
θ∑

i=1

(
n − 2i + 1

k − i

)
.
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Thus, by Lemma 2.6, we have

f (n,k) �
∣∣V (Sn,k)

∣∣ − |S ∪ T |

= p(n,k) − 2(k − 1)!
θ∑

i=1

(
n − 2i + 1

k − i

)
.

Combining this with Lemma 2.2, the theorem holds. �
Remarks. The lower bound given in Theorem 3.1 can be
reachable in the following senses. When k = 2 and k = 3,
these lower bounds are n(n − 3) and n(n − 1)(n − 4), re-
spectively. Very recently, Xu et al. [7] have showed that
f (n,2) = n(n − 3) and f (n,3) = n(n − 1)(n − 4).
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