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t With the su

ess of the Internet on-demandvideo (VoD) streaming servi
es, the bandwidth requiredand the 
ost in
urred on the video server be
ome ex-tremely large. Peer-to-peer (P2P) network and proxyare two 
ommon ways for redu
ing the server's work-load. In this paper, we 
onsider a peer-assisted InternetVoD system with proxies deployed at the domain gate-ways. We formally present the video 
a
hing problemwith the obje
tives of redu
ing the video server's work-load and avoiding the inter-domain tra�
, and obtainits optimal solution. Inspired by the theoreti
al analy-sis, we develop a pra
ti
al proto
ol named PopCap forInternet VoD servi
es. Comparing with previous works,PopCap is does not require additional infrastru
ture sup-port, works inexpensively and is able to 
ope well withthe workload 
hara
teristi
s of the Internet VoD ser-vi
e. From simulation-based experiments driven by real-world datasets from YouTube [1℄, we �nd that PopCap
an e�e
tively redu
e the video server's workload, there-fore provides a superior performan
e regarding the videoserver's tra�
 redu
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formation sharing using audio and video instead of plaintext be
omes more and more popular on today's Internet.Among the newly emerging Web2.0 appli
ations, the In-ternet on-demand video (VoD) streaming servi
es, su
has YouTube [1℄, and the Chinese-based Tudou [2℄ andYouku [3℄, have attra
ted many users. Unlike the tra-ditional IP-layer VoD [4℄ and the re
ently popular P2PVoD [5℄, in Internet VoD, videos are 
ontributed by users,and people 
an upload, view, mark, and 
omment thevideos. Be
ause of its openness and intera
tivity, Inter-net VoD rapidly be
omes very popular after its birth, forexample, it was reported in 2006 that ea
h day there weremore than 65,000 new videos uploaded on YouTube, andthe site was re
eiving 100 million video views per day [6℄.It is also estimated that in 2007 YouTube 
onsumed thebandwidth of the entire Internet in 2000 [7℄. With itsextraordinary large video 
olle
tion and user views, In-ternet VoD is far from an online 
inema. For su
h alarge system, how to e�
iently and inexpensively delivervideos to users be
omes a very 
hallenging problem.Currently nearly all the existing Internet VoD systemsadopt a 
lient-server ar
hite
ture, where all the videosare uploaded by the video server (server 
luster or CDN)to users, thus the bandwidth required and the 
ost in-
urred is very large. For example, in 2008 YouTube wasestimated to pay about one million US$ per day for thebandwidth [8℄. Obviously, it is e
onomi
 and te
hni
albene�
ial if the tra�
 on the video server 
ould be re-du
ed. Re
ently, some resear
hers propose to use a P2Pnetwork (e.g. [9℄), where peers 
a
he their downloadedvideos and help to distribute them, for Internet VoD ser-vi
es. However, due to the spe
ial features of the In-ternet VoD servi
e, te
hnologies that are widely used in



2 Frontiers of Computer S
ien
e in ChinaP2P VoD streaming (e.g. PPLive [5℄) may not work wellunder the 
ontext of Internet VoD. On the other hand,in traditional VoD servi
es, proxies have been widelyused(e.g., [10℄ [11℄). In this paper, we 
onsider to 
om-bine the two, and propose a proto
ol for the peer-assistedInternet VoD system with proxies.In this work, we �rst examine the 
hara
teristi
sof Internet VoD's workload by investigating real-worlddatasets obtained from YouTube. We �nd that underInternet VoD, there exists an extreme imbalan
e regard-ing the videos' popularity, and all the videos are veryshort. We then formally present the video 
a
hing prob-lem of the system 
ombining proxy and P2P network,with the obje
tives of redu
ing the video server's work-load and avoiding the inter-domain tra�
. We show thatfor su
h a problem, an optimal solution exist. With theawareness of the Internet VoD servi
e's workload 
hara
-teristi
s and inspired by the theoreti
al analysis, we de-sign PopCap, a pra
ti
al proto
ol for the proxy and thepeers in the P2P network to independently and 
ollab-oratively 
a
he videos. In the PopCap proto
ol, videosare 
a
hed on the proxy in a proa
tive way, while for thevideo 
a
hing on peers, we use blo
king as well as evi
tingto 
ope with the extremely imbalan
ed video popularity,therefore enable the peers to avoid globally ex
essive orinadequate 
a
hing of the videos. Unlike many P2P-based 
a
hing systems su
h as PROP [11℄, PopCap doesnot rely on a DHT-based overlay, therefore 
an 
ope withthe Internet VoD's 
hara
teristi
s well, while unlike tra-ditional Internet VoD systems, PopCap exploits the re-sour
e on individual peers, thus extensively redu
es theserver's workload. By 
omparing PopCap with existingsolutions. we �nd that PopCap is more pra
ti
al and in-expensive, whi
h makes it suitable to be deployed underthe Internet VoD servi
e. From simulation-based exper-iments driven by real-world YouTube datasets, we �ndthat PopCap proto
ol 
ould e�e
tively redu
e the videoserver's workload by making a better use of the 
a
hingspa
es on the proxy and the peers, moreover, its �smartupdate� me
hanism provides �exibility to further redu
ethe video server's overall bandwidth 
ost.The remainder part of this paper is organized as thefollows: Se
tion 2 introdu
es the related works; Se
tion3 des
ribes the ar
hite
ture of the peer-assisted Inter-net VoD system under dis
ussion; In Se
tion 4, 
hara
-teristi
s of the Internet VoD servi
e are analyzed usingreal-world datasets; In Se
tion 5, we formally present thevideo 
a
hing problem, obtain its optimal solution, anddis
uss its impli
ations; We propose the PopCap proto
olin Se
tion 6; In Se
tion 7 we investigate the performan
eof PopCap and 
ompare it with other solutions; Finally,we 
on
lude this work in Se
tion 8.

2 Related WorkWith its great 
ommer
ial su

ess and in�uen
e on theInternet, there are many works studying Internet VoD inre
ent years. In [12℄, YouTube and another popular In-ternet VoD servi
e in Korea are studied, and the authorsanalyze many aspe
ts of the servi
e in
luding life-
y
le ofthe videos and its relationship with the video requests. Itis also shown that the server's workload 
ould be greatlyredu
ed if some P2P assistan
e is available. In [9℄, tra
esfrom the MSN video servi
e [13℄ are investigated, andwith a simple analyti
al model, it is shown that the traf-�
 on the video server 
ould be dramati
ally redu
edif a P2P network helps to distribute the videos, evenif a strong lo
ality rule is applied for the P2P network.In [14℄, by exploring the data obtained from YouTube, so-
ial network patterns are observed among the videos, andthe authors propose a novel P2P-assisted video deliveringframework that explores the 
lustering of the video so
ialnetwork for improving the playba
k quality and redu
ingthe server's workload. In [15℄, the network tra�
 
ausedby 
ampus users downloading videos from YouTube is in-vestigated, and the authors point out that by smartly ex-ploiting metadata, better video 
a
hing strategies 
ouldbe developed.On-demand video streaming using P2P te
hniquesalso be
omes very popular in re
ent years. Examplesin
lude P2Cast [16℄, P2VoD [17℄ and DSL [18℄. P2Castand P2VoD investigate a tree-based overlay stru
ture toorganize the peers, and DSL presents a dynami
 skiplist overlay to enable the VCR operation. Cui et al. [19℄propose oStream, whi
h extends appli
ation multi
ast tosupport VoD with bu�ers on peers. Tian et al. [20℄ 
on-sider a probabilisti
 
a
hing me
hanism on the 
lients toredu
e the video server's workload.On the other hand, deploying dedi
ated proxies for re-du
ing the video server's workload and providing a betterquality of streaming servi
e has been studied for a longtime. In [10℄, the 
on�i
t between hit ratio and proxyjitter in the proxy 
a
hing strategy is investigated, anda new proxy system named Hyper Proxy is proposed.In [21℄, a 
ooperative proxy-
lient 
a
hing system is pro-posed, where low 
ost of P2P network and robustness ofdedi
ated proxy are 
ombined. In a re
ent work [22℄, the
a
hing problem for peers in a P2P assisted VoD sys-tem is investigated, and an algorithm with the featureof proportional partial admission and evi
tion of videosegments is proposed. In [11℄, the authors 
onsider aVoD servi
e 
ombining both proxy and P2P network,and propose a system named PROP to reliably and s
al-ably 
a
he and distribute the videos.Our work is di�erent from previous works in that wejointly 
onsider the proxy and the peer 
a
hing under the
ontext of the Internet VoD servi
e. By 
ombining proxywith P2P network, 
riti
al issues su
h as peer-proxy 
ol-
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i. China 3laboration must be addressed; while by 
onsidering theproblem under the 
ontext of Internet VoD, 
hara
ter-isti
s of this appli
ation must be taken into 
onsidera-tion and te
hnologies that are widely applied in ordi-nary P2P VoD systems must be 
arefully re-
onsideredand re-examined before get applied under Internet VoD.3 The System Ar
hite
ture

Fig. 1 Demonstration of system ar
hite
ture for peer-assistedInternet VoD with proxy 
a
hingIn this paper, we 
onsider a peer-assisted Internet VoDsystem with proxies. Typi
ally in su
h a system there arethree 
omponents: (a) the server, whi
h 
ontains at leasta web server, an index server, and a video server (server
luster or CDN); (b) the end-system 
lients whi
h re-quest and download the videos; and (
) the proxy whi
his deployed at the gateway of a domain and uploads the
a
hed video to the 
lients residing in the same domain.In addition, 
lients form a self-organized P2P overlaynetwork, in whi
h ea
h of them is a peer and indepen-dently maintains a video 
a
he. Generally, the server ismaintained by the video servi
e provider (VSP) su
h asYouTube [1℄, the proxy 
an be runned by VSP or ISP,and the peers are autonomous ordinary end-systems. Ademonstration of the system ar
hite
ture is shown in Fig.1. In a peer-assisted Internet VoD system, a peer 
a
hesthe videos it has downloaded. Peers independently man-age their lo
ally 
a
hed videos. When a peer joins orleaves the system, or a video repli
a is 
a
hed or getsevi
ted, the peer reports to the index server. As demon-strated in Fig. 1, when a peer requests a video, for exam-ple, by 
li
king the video's URL on the VSP's website,if a proxy is available for the domain of the peer, thegateway redire
ts the request to the proxy (step 1), andthe proxy uploads to the peer if it has 
a
hed a repli
aand has enough outgoing bandwidth (step 2). If there isno proxy or the proxy is unable to upload the video, therequest is then sent to the index server (step 3), whi
hreturns with a list 
ontaining some other peers on theP2P network that 
urrently have this video 
a
hed (step4). The peer then requests and downloads the video from

some of these peers in a P2P manner (e.g. swarming [23℄)(step 5). Finally, in 
ase that there is no peer that have
a
hed this video, or none of the index server returnedpeers 
an upload the video due to the reasons su
h aspoor network 
ondition or stale information on the indexserver, the requesting peer dire
tly downloads the videofrom the video server (step 6). From the pro
edure, we
an see that by deploying a proxy, some inter-domaintra�
 
an be avoided, as both P2P sharing and dire
tdownloading from the video server in
ur tra�
s out ofthe domain. Moreover, the proxy and the P2P network
an redu
e the workload on the video server. Clearly, toe�e
tively a
hieve these obje
tives, proxy and the P2Pnetwork should 
a
he the videos in a smart and 
ooper-ative way. In the following se
tions, we will investigatethis problem from theoreti
al as well as pra
ti
al proto-
ol designing aspe
ts.4 Chara
terizing Internet VoDBefore analyzing the video 
a
hing problem, we �rst in-vestigate some 
hara
teristi
s of the Internet VoD ser-vi
e. Two datasets 
olle
ted by 
rawling YouTube, i.e.the one used in [12℄ and the one used in [14℄), are used forour investigation. For �rst one, we uses the �s
i� datasetwhi
h 
ontains 252, 255 videos. For the data from [14℄,we 
hoose the dataset 
olle
ted on Mar. 16th, 2007 
on-taining 42, 628 videos (referred to as the �0316� dataset).We �rst examine the popularity of the videos in In-ternet VoD. In Fig. 2, we plot the view times againsttheir ranks for all the videos in the �s
i� and the �0316�datasets . Note that in the �gure, the 
urves are plot-ted under log-log s
ale. In re
ent years, many works
onsider the video a

ess pattern to follow a Zipf distri-bution (e.g. [11℄ and [24℄) or some other Zipf-like dis-tributions, su
h Zipf with exponential 
uto� [12℄ andMandelbrot-Zipf [22℄; on the other hand, a re
ent workreveals that popularity of the videos is more likely tofollow a stret
hed exponential distribution [25℄. In thiswork, we do not try to �t the video a

ess data from thedatasets with theoreti
al models, but fo
us on its funda-mental feature. That is, we �nd from the �gure that ex-treme imbalan
e exits regarding videos' popularity. Forexample, in the �s
i� dataset, the most popular video getsviewed 2, 537, 904 times, while the mean and the medianview times in this dataset are 2, 140 and 186 respe
tively;for the �0316� dataset, the values are 2, 755, 993, 5, 405,and 838 respe
tively.Another feature of the Internet VoD servi
e we areinterested is the video length. In [14℄, it is reported thatmajority of the videos on YouTube are no longer than700 se
onds, while by examining the datasets, we �ndthat the mean video lengths are 143 and 205 se
onds for�s
i� and �0316� respe
tively.In summary, by examining the datasets obtained from
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(b)Fig. 2 Popularity for the videos in the (a) �s
i� dataset and the (b) �0316� datasetYouTube, we �nd that: 1) there exists an extreme im-balan
e regarding the video popularity; 2) 
omparingwith traditional VoD, videos in Internet VoD are veryshort. The two features of the Internet VoD servi
e im-pose a great 
hallenge for applying P2P network-basedte
hnologies on Internet VoD, for the following reasons:First of all, with very short videos, peers will perform op-erations su
h as video request, 
a
he update and 
a
heannoun
ement very frequently, this in
urs a great work-load on the P2P overlay; Se
ond, with the extremelyimbalan
ed video popularity, the workload on a DHT-based overlay very also be extremely imbalan
ed. Forexample, the peer that manages the key of the most pop-ularly video will have a mu
h larger workload 
omparingwith other peers.5 Analyzing Video Ca
hing in InternetVoDIn this se
tion, we formally present the video 
a
hingproblem for a peer-assisted Internet VoD system and the-oreti
ally analyze it.5.1 The Video 
a
hing problemIn our theoreti
al analysis, we 
onsider a peer-assistedInternet VoD system with a 
olle
tion ofM videos, whi
hare ranked in a des
ending order on their popularity, andthere are N online peers. For simpli
ity, we assume thatall the videos are equal-sized. For ea
h peer, it 
an 
a
heup to c video repli
as, while for the proxy, it 
an 
a
he
C(C >> c) videos. For ea
h video, say video i, it maybe 
a
hed by the proxy, and it 
ould also be 
a
hed bya number of the online peers. We use ci(ci = 0, 1) to

denote whether or not video i is 
a
hed by the proxy, thatis, if 
a
hed, ci = 1, and ci = 0 if not 
a
hed. We also use
ni(N ≥ ni ≥ 0) to denote the number of the peers that
urrently 
a
hes the video. For all theM videos, a ve
tor
~n = {n1, n2, ..., nM} is used to denote the 
a
hing statusof the P2P network and a ve
tor ~c = {c1, c2, ..., cM} isused to denote the proxy's 
a
hing de
ision.In our analysis, we assume that the proxy has suf-�
ient out-going bandwidth and never fails, thus whena video is 
a
hed by the proxy, the proxy 
an upload toany requesting peer. On the other hand, peers in the P2Pnetwork are di�erent. A peer may fail, or it may evi
tthe video to make room for a new video repli
a, but theindex server that keeps the video's 
a
hing status mayhave stale information. Moreover, even for a peer thatdoes have the video 
a
hed, the network 
ondition maybe very poor between the peer and the requesting peer.To a

ommodate these 
on
erns, in our analysis we sim-ply use a probability of p to denote the 
han
e that apeer whi
h is supposed to be able to serve a video bythe index server a
tually is unable to upload the video.Obviously with these unreliable peers, the probabilitythat video i 
ould not be served by the P2P network is
(1− p)ni .Let λ be the total video request rate from the N onlinepeers, then the rate of the requests that goes to the videoserver 
ould be expressed as ∑M

i=1 λpi(1−ci)(1−p)ni . Ifwe de�ne ρ(~n,~c) = ∑M

i=1 pi(1−ci)(1−p)ni as the ratio ofthe workload on the video server, then the video 
a
hingproblem for the peer-assisted Internet VoD with proxy
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an be expressed as
Minimize ρ(~n,~c) =

∑M

i=1 pi(1− ci)(1− p)ni

s.t. ci = 0, 1; i = 1, 2, ...,M
ni ≥ 0; i = 1, 2, ...,M
∑M

i=1 ci = C
∑M

i=1 ni = N × c

(1)5.2 The optimal solution and its impli
ationsWe �rst 
onsider the 
ase that no proxy is deployed. Forthis 
ase, the problem in Equation (1) 
an be rephrasedas
Minimize ρ(~n) =

∑M

i=1 pi(1− p)ni

s.t.
∑M

i=1 ni = N × c
(2)For this problem, we have the following result.Theorem 1. For the video 
a
hing problem in Equation(2), the optimal solution ~n∗ is

n∗

i =
N

M
c−

log pi
log(1− p)

+
log

∏M

j=1 pj

M log(1 − p)
(3)Proof. First of all, for n∗

i in Equation (3), it is easy tosee that ∑M

i=1 n
∗

i = Nc, suggesting that Equation (3) isa feasible solution. Furthermore, for any i and j, i 6= j,we have
pi(1− p)n

∗

i = pj(1 − p)n
∗

jWe then prove that the solution in Equation (3) islo
al optimal. To show this, we 
onsider another solution
~n′ = {n′

1, n
′

2, ..., n
′

M}, where for parti
ular i and j (i 6=
j), n′

i = n∗

i +1 and n′

j = n∗

j − 1, and for any k (k 6= i, j),
n′

k = n∗

k. By taking ~n′ and ~n∗ into the obje
tive fun
tion
ρ(~n) in Equation (2) respe
tively, we have

ρ(~n′)− ρ(~n∗)

= pi(1− p)n
′

i + pj(1− p)n
′

j − pi(1− p)n
∗

i − pj(1 − p)n
∗

j

= pi(1− p)n
∗

i ((1− p)− 1) + pj(1− p)n
∗

j

(

1

1− p
− 1

)sin
e pi(1− p)n
∗

i = pj(1− p)n
∗

j ,
ρ(~n′)− ρ(~n∗)

= pi(1− p)n
∗

i

(

(1− p) +
1

1− p
− 2

)

> 0for any p > 0. In other words, ~n∗ is lo
al optimal.Finally, note that the obje
tive fun
tion ρ(~n) is 
onvexand the 
onstraint is a�ne, thus the problem in Equa-tion (2) is a
tually a 
onvex optimization problem. It iswell-known that for su
h a problem, any lo
al optima isglobal optimal [26℄, therefore Equation (3) is the optimalsolution for the video 
a
hing problem without proxy inEquation (2).

We then 
onsider the video 
a
hing problem in Equa-tion (1) when a proxy is deployed, for this problem, wehave the following result.Theorem 2. For the video 
a
hing problem in Equation(1), the optimal solution is


















{

n∗

i = 0
c∗i = 1

, 1 ≤ i ≤ C
{

n∗

i = Nc
M−C

−
∑

M
j=C+1

(log pi−log pj)

(M−C) log(1−p)

c∗i = 0
, C + 1 ≤ i ≤ M(4)Proof. We �rst show that for any solution of ~c, i.e., theproxy sele
ts any C videos from the the M videos to
a
he, the optimal solution of ~n is

{

n∗

i = 0, if ci = 1

n∗

i = Nc
M−C

− log pi

log(1−p) +
log

∏
j,cj=0

pj

(M−C) log(1−p) , if ci = 0To show this, note that for any video, say video i,when it is 
a
hed by the proxy, ci = 1, λpi(1 − ci)(1 −
p)ni = 0 regardless of the value of ni. So for this video,proxy will serve all the requests, and it is not ne
essaryfor the P2P network to 
a
he any repli
as, i.e., n∗

i = 0.Now with C videos being 
a
hed by the proxy, M − Cvideos with ci = 0 are for the P2P network to 
a
he.A

ording to Theorem 1, for these videos, the optimalsolution is
n∗

i =
Nc

M − C
−

log pi
log(1− p)

+
log

∏

j,cj=0 pj

(M − C) log(1− p)We next show that with ~n∗, the optimal solution for
~c is

{

ci = 1, 1 ≤ i ≤ C
ci = 0, C + 1 ≤ i ≤ MWe prove this result as the following. By taking ~n∗into the obje
tive fun
tion ρ(~n,~c), we 
an see that

ρ(~n∗,~c) =
∑

i,ci=0

pi(1− p)n
∗

i

= (M − C)(1 − p)
Nc

M−C





∏

i,ci=0

pi





1
M−CTo minimize ρ(~n∗,~c), we just need to minimize

∏

i,ci=0 pi. Obviously, the best way is to set ci = 0 forthe M − C least popular videos. In other others, theproxy 
a
hes the C most popular videos. Therefore wehave proved the theorem.In our problem formulation in Equation (1), we only
onsider the obje
tive of minimizing the video server'sworkload (i.e., minimizing ρ), but do not 
onsider theobje
tive of avoiding the inter-domain tra�
. However,we 
an see that the solution obtained in Equation (4) also
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hieves this obje
tive. As both the dire
t downloadingfrom the video server and using the P2P network in
ursinter-domain tra�
, 
learly the most requested videosshould be 
a
hed by the proxy to avoid the inter-domaintra�
 to the greatest extent, as shown in Equation (4).In a pra
ti
al peer-assisted Internet VoD system,
learly it is infeasible obtain the values of the param-eters pi, p, N , therefore we 
an not apply the solutionin Equation (4) dire
tly. However, some insights 
ouldbe obtained from Equation (4). First of all, note thatin the optimal solution, proxy only 
a
hes the C mostpopular videos, while peers do not 
a
he any repli
a ofthem. This observation suggests that in a pra
ti
al sys-tem, proxy must be able to identify these popular videoswhile peers must be able to avoid 
a
hing these videos.Se
ond, we note that for the videos that are not 
a
hedby proxy, a proper number of repli
as should be 
a
hedby peers in the P2P network, in parti
ular, the di�eren
eof the repli
a numbers for video i and video j is propor-tional to log pi − log pj. This observation suggests thatif we know how to 
a
he one video, say video k, thenfor any spe
i�
 video, in prin
iple we will know how to
a
he it by using video k as a ben
hmark.5.3 Numeri
al evaluationFinally, we numeri
ally evaluate the e�e
tiveness of oursolution for peer-assisted Internet VoD. For video pop-ularity, we use the data of the �rst 20,000 videos ob-tained from the YouTube �s
i� dataset as shown in Fig.2. We 
al
ulate the minimized workload ratios on thevideo server by applying the optimal solution on the ob-je
tive fun
tion in Equation (2). For other parameters,we let N = 2, 000, p = 0.8, C = 1, 000, and c = 5 as thedefault.We �rst investigate the in�uen
e of the proxy 
a
hesize. Under varying proxy 
a
he size C we plot the videoserver ratio ρ against C in Fig. 3(a). From the �gureone 
an see that by enlarging the 
a
he size, more videos
ould be served by the proxy. Moreover, we 
an see thatthe 
urve is nearly linear, whi
h means if the 
ost forlarger storage does not in
rease as mu
h as the 
ost fornetwork tra�
, it is e
onomi
 bene�
ial for ISP or VSPto pay for the proxy storage than for the bandwidth.We also 
onsider the in�uen
e of the peer 
a
he sizeby varying c and plot the video server ratio ρ against c inFig. 3(b). From the �gure we 
an see that when c is smalland gets in
reased, ρ de
reases dramati
ally, and when
c is large, ρ approa
hes zero. This observation indi
atesthat P2P networking is promising for the Internet VoDservi
e, thus it is very important to en
ourage the peers,whi
h are usually sel�sh, to 
ontribute their lo
al storagein the P2P network.We 
al
ulate the server's workload ratio ρ under vary-ing peer reliability values of p and plot ρ against p inFig. 3(
). From the �gure we 
an see that even under

the moderate peer 
a
he size, in
reasing p 
an dramati-
ally de
rease ρ and redu
e the server's workload, there-fore it is essential to timely update the index server andeliminate the stale information.6 The PopCap Proto
olMotivated by the theoreti
al analysis, in this se
tion,we 
onsider under the real-world Internet VoD environ-ment, how to design a pra
ti
al proto
ol for the proxyand the peers in the P2P network to independently and
ooperatively 
a
he the videos.6.1 Feasibility of P2P te
hnologiesAs shown in Se
tion 4, we have observed two features ofInternet VoD by examining real-world datasets: 1) ex-tremely imbalan
ed video popularity; 2) very short videolength. The former in
urs a load balan
ing issue on P2Pnetworks, espe
ially the DHT-based overlays, while thelatter 
auses a great in
rease of workload. Be
ause ofthese observations, before designing the proto
ol, it isvery ne
essary for us to examine the feasibility of theP2P te
hnologies that are su

essfully applied in ordi-nary P2P VoD systems under the 
ontext of InternetVoD. It is noted that nearly all the existing P2P VoDsystems rely on two essential te
hnologies: the swarmingoverlay te
hnology and the DHT-based overlay te
hnol-ogy, where the former is used to distributed the videodata and the latter is applied for resour
e lookup andmanagement.In previous e�orts of applying P2P networks on the In-ternet VoD servi
e, P2P swarming te
hnology has beenproved to be able to work well. For example, Net-Tube [14℄ applies the swarming proto
ol similar to theone used in CoolStreaming [27℄ to enable a peer-assistedInternet VoD streaming. Meanwhile, there are very lit-tle e�orts of applying DHT-based overlays upon InternetVoD. On the other hand, re
ently a P2P assisted VoDsystem named PROP is proposed [11℄, where a DHT-based overlay is used for assisting peers and the proxy tomake the video 
a
hing de
isions. Therefore, it is veryne
essary to examine the appli
ability of the DHT-basedoverlay te
hnology under the 
ontext of Internet VoD.We 
onsider a peer-assisted Internet VoD system simi-larly to PROP [11℄, equipped with a DHT-based overlay.In su
h a system, when a user �nished viewing a video,whi
h has a typi
al length of 3 minutes, then it may keepthe video in its lo
al 
a
he and evi
t some 
a
hed videosto make room, in this 
ase, it must look up the peers thatmanage the keys of the new 
a
hed video and the evi
ted
a
hed videos on the DHT overlay to make the updates.Originally, PROP is not proposed for Internet VoD, but forordinary VoD servi
es. Here we dis
uss a hypotheti
 Internet VoDsystem that applies PROP.



Front. Comput. S
i. China 7
� ��� ���� ���� ����������� ����������!

"#$%& '(')* +,-* . /01231245267589
28:;5<ρ

(a) = > ?= ?> @===A?=A@=AB=AC=A>
DEEF GHGIE JKLE M GNOPQOPRSPTUSVW

PVXYSZρ
(b) [\] [\̂ [\_ [\̀ a[[\a[\b[\c[\d

effg gfhijkihilm n opqrsqrturvwuxy
rxz{u|ρ

(
)Fig. 3 Video server's workload ratio ρ under optimal proxy and peer 
a
hing with (a) varying proxy 
a
he size C, (b) varying peer
a
he size c, and (
) varying peer reliability pAfter that, if the peer requests another video to view, italso must look up the peer that manages the video's keyon the DHT overlay to lo
ate the peers that have thisvideo 
a
hed. Note that for ea
h DHT lookup, O(logN)message deliveries are introdu
ed on the overlay, so onaverage a peer will send or forward 3 × log2 N DHTlookup messages every 3 minutes. Suppose that ea
hlookup message is 20 bytes, then for a moderate system
ontaining 5000 peers, on average the bandwidth used forDHT lookup on a peer is 33bps, whi
h is no longer negli-gible. Moreover, re
all that the popularity of the videosin Internet VoD is extremely imbalan
ed, whi
h 
ausesan extreme imbalan
e of the workload on the DHT-basedoverlay. Suppose that the workload s
ales with the samerule as the popularity, then by applying the data in �s
i�,the bandwidth used for DHT lookup on the peer withthe heaviest workload will be 39Kbps, whi
h is totallyuna

eptable. In addition, unlike the transportation ofvideo data, DHT lookups have mu
h more stringent re-quirement on the delay, while the heavy and imbalan
edDHT lookup workload on peers further redu
es the e�-
ien
y of the DHT-based overlay.In summary, we �nd that under the 
ontext of the In-ternet VoD servi
e, DHT-based overlay is not feasible,this makes the systems that rely on DHT (e.g., PROP)no longer suitable for Internet VoD, and for
es us to seekapproa
hes whi
h 
ould 
ope with the features of Inter-net VoD to pra
ti
ally solve the video 
a
hing problem.Following we present PopCap, a pra
ti
al proto
ol forthe proxy and the peers in the P2P network to indepen-dently and 
ooperatively 
a
he videos under a InternetVoD servi
e.6.2 Metadata 
olle
ting and estimationIn PopCap, we use the video server, the proxy, and thepeers to 
olle
t metadata, the metadata 
olle
ted will beused for assisting the proxy and individual peer to maketheir 
a
hing de
isions. Spe
i�
ally, for ea
h video, sayvideo i, the video server measures the following metri
s:
• nr

i : total number of the times video i has been re-

quested, (e.g., through a 
li
k on the VSP's website);
• tri : the last time video i was requested;
• ns

i : total number of the times that video i is up-loaded by the video server;
• tsi : the last time that video i was uploaded by thevideo server;
• ai: the time that video i was added to Internet VoDservi
e;
• si: video i's size in bytes.While on the proxy, following metri
s are 
olle
ted:
• np

i : total number of the times that video i is up-loaded by the proxy;
• tpi : the last time that video i was uploaded by theproxy;
• di: total bytes of video i that are uploaded by theproxy.Ea
h peer, say peer j, also keeps the following infor-mation for ea
h video repli
a it 
urrently keeps in itslo
al 
a
he:
• tai : the time that this video repli
a is added into thepeer's lo
al 
a
he.Note that under 
urrent Internet VoD system ar
hi-te
ture, the video server, the proxy and the peers onlyneed to use a few 
ounters and time stamps to obtainthese metadata. It is not ne
essary to built a DHT over-lay to 
olle
t these information.In addition to the metri
s measured dire
tly in theInternet VoD system, two other metri
s are estimated.Spe
i�
ally, for ea
h video, we use the method proposedin [11℄ to estimate its popularity, that is, for video i, itspopularity is estimated as

Pi = min

{

nr
i

tri − ai
,

1

t− tri

} (5)where t is the 
urrent time. In the expression, nr
i

tr
i
−ai

isthe long-term request rate of this video sin
e the videowas added, t− tri is the time sin
e the last request, and
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t−tr
i

is an approximation of the video's re
ent requestrate.The proxy also 
al
ulates the usefulness of proxy
a
hing for ea
h video as the following
UProxy
i = max

{

np
i

nr
i

,
t− tri
t− tpi

} (6)Here n
p
i

nr
i
is the long-term ratio of the video uploaded bythe proxy, and t−tri

t−t
p
i

is the likeliness that this video willbe uploaded by the proxy on the next request.6.3 Proxy 
a
he strategyThe optimal solution in Equation (4) shows that for apeer-assisted Internet VoD system, proxy should 
a
hethe most popular videos. However, in our analysis it isassumed that all the videos are equal-sized. Clearly thisassumption is impra
ti
al. For equally popular videos,
learly smaller one is preferred to be 
a
hed as 
a
hingspa
e is limited. While to redu
e the server's workload,for equally popular videos, 
a
hing a large one is pre-ferred. Moreover, in Internet VoD, it is possible that auser does not download the entire video, but only down-load a part of it. Obviously, the videos that are down-loaded with a larger portion should also be preferred. Inthe PopCap proto
ol, we will 
onsider the three fa
torsin making the 
a
hing de
isions, that is: 1) the video'spopularity; 2) the video's size; and 3) portion of the videothat is a
tually downloaded, in making the 
a
hing de-
isions.For updating video 
a
hes on the proxy, periodi
allythe proxy 
al
ulates Pi and Ui for all the videos andsolves the following problem
Minimize

∑M

i=1 Pi(1− ci)f(
1
si
)g(si)h(

di

n
p
i
×si

)

s.t. ci = 0, 1; i = 1, 2, ...,M
∑M

i=1 sici ≤ C

(7)In the problem, M is the total number of the videosunder 
onsideration, C is the proxy's 
a
he size. ci(ci =
0, 1) is the label on whether or not video i should be
a
hed by the proxy. For f( 1

si
), g(si), and h( di

n
p
i
×si

),they represent the proxy's favors to 
a
he small and pop-ular videos for saving the 
a
he spa
e, to 
a
he largeand popular videos for redu
ing the server's workload,and to 
a
he the videos that are more likely to be a
tu-ally downloaded respe
tively. For simpli
ity, in PopCapwe let f( 1
si
) = 1

si
, g(si) = si, and h( di

n
p
i
×si

) = di

n
p
i
×si

.Clearly for the problem in Equation (7), the videos withthe largest weights for (1 − ci) in the obje
tive fun
tionshould be 
a
hed. Therefore, in PopCap's proxy 
a
hestrategy, for ea
h video the proxy 
al
ulates a weight as
Wi = Pi

di
np
i × si

(8)

and sele
ts the videos with the largest weights to 
a
he,until the 
a
he is full. In PopCap, the proxy period-i
ally determines whi
h videos should be 
a
hed, thenit requests the missing videos from the video server anddis
ards the videos that should not be 
a
hed any longer.6.4 Peer 
a
he strategyFor PopCap's peer 
a
he strategy, usually there are twoapproa
hes for a peer to set up an order in 
a
hing videos:blo
king and evi
tion. For blo
king, when a video isdownloaded to play, the peer does not ne
essary to putthe video into its lo
al 
a
he, but only 
a
hes it with a
ertain probability; while in evi
tion, every video is as-so
iated with a priority, when a new video needs to be
a
hed, the peer evi
ts its 
a
hed videos based on theirpriorities. The bene�t of blo
king is that peers need notto 
a
he the unpreferred videos, but it takes a longertime for a peer to update its 
a
he as not all the 
han
esare exploited. For evi
tion, the bene�t is that all thedownloaded videos are 
a
hed, however, for very popu-lar videos that have been downloaded very frequently, itis very di�
ult to redu
e the numbers of their repli
aseven low priorities are assigned. In our peer 
a
hing al-gorithm, we 
ombine the two approa
hes: we blo
k thepopular videos that are likely to be 
a
hed by the proxywith a high blo
king probability, while the 
a
hed videosare evi
ted a

ording to their priorities. Spe
i�
ally, forea
h video, say video i, we use the usefulness of the proxyas its blo
king probability, i.e.,
Pbi = UProxy

i (9)In PopCap, the number of the repli
as 
a
hed by peersshould follow the optimal distribution as shown in Equa-tion (4).To a
hieve this obje
tive, we 
arefully 
ontrolthe lifetime of peer 
a
hed video repli
as. Spe
i�
ally,for the evi
ting priority, periodi
ally the proxy 
al
ulatea �time to 
a
he� (TTCi) for ea
h video as
TTCi =

logPi − logPmin

Pi

(10)where Pi is video i's estimated popularity as in Equa-tion (5), and Pmin is the minimum popularity for all thevideos under 
onsideration. When a peer needs to 
a
hea new video, it 
al
ulate the priorities for all the videosit has 
a
hed as
Pri = TTCi − (t− tai ) (11)where t is the 
urrent time.The �time to 
a
he� metri
 indi
ates how long a videorepli
a should be 
a
hed by the P2P network. As fromTheorem 2 we known that the number of the video repli-
as on their popularity is in logarithm, then if the numberof the 
a
hed repli
as for the least popular video is zero,there should be (logPi − logPmin) repli
as for video i.



Front. Comput. S
i. China 9Sin
e Pi is also the request rate for the video, a

ordingto Little's law [28℄, the time that a repli
a is 
a
hed is
logPi−logPmin

Pi
, whi
h is the repli
a's �time to 
a
he�.The PopCap's peer 
a
he strategy works as follows:when a peer has downloaded a video, it queries the proxyfor the video's blo
king probability Pbi, and 
a
hes thevideo with a probability of (1 − Pbi). When there is noroom for the new video, the peer queries the proxy for

TTCs of all its 
a
hed videos, and 
al
ulates their pri-orities. Then the peer 
hooses the one with the smallestpriority and evi
ts, until the newly downloaded video 
anbe 
a
hed.Finally, we 
ompare PopCap's peer 
a
he updatestrategy with the one used in PROP [11℄, where aevi
tion-based me
hanism proposed. In PROP, an utilityfun
tion is 
al
ulated by peer on ea
h video, and for verypopular videos and for unpopular videos, their utilityfun
tion values are small while the values for the videosof moderate popularity are relatively large. Peers usethe videos' utility fun
tion values as the priorities dur-ing evi
tion. However, in PROP, information of exa
tnumber of video repli
as 
a
hed by the P2P network isrequired, whi
h is 
olle
ted by a DHT-based overlay. InPopCap, su
h information is not available as the pro-to
ol does not rely on a DHT overlay. In addition, the
ontinuous-valued utility fun
tion 
an not e�e
tively pre-vent peers to 
a
he the videos that are already being
a
hed by the proxy. For example, suppose that proxy
an 
a
he up to C videos, then for the Cth video and the
C + 1 video regarding the popularity, the utility fun
-tion will assign values without large di�eren
e, there-fore peers 
an not di�erentiate them while making their
a
hing de
isions. But a

ording to our optimal solu-tion in Equation (4), peer's 
a
hing de
isions on the twovideos should be very di�erent. On the other hand, byblo
king video with the blo
king probability Pbi, whi
his not ne
essarily 
ontinuous on the video index, peers
an dire
tly use the proxy's 
a
hing de
isions to maketheir own de
isions. In our experimental study in Se
-tion 7, we will see that PopCap 
an better prevent peersto 
a
he very popular videos than PROP.6.5 Smart update me
hanismFinally, the timing of the proto
ol exe
ution is arrangedas the following: after every interval of T (T 
ould bea period of time long enough, for example, a week ora month), the proxy 
al
ulates Pi, UProxy

i , and TTCifor ea
h video. The proxy updates the values of Pbi and
TTCi for ea
h video at the times of T, 3T, 5T, ..., and theproxy 
al
ulates Pi and Wi and updates its 
a
he at thetimes of 2T, 4T, 6T, .... In this way, the proxy and thepeers update their 
a
hes asyn
hronously: the proxy up-dates its 
a
he after the peers apply new blo
king prob-abilities and priorities for an interval of T , while the newblo
king probabilities and priorities are 
al
ulated after

the proxy has updated its 
a
hed videos and has run fora time of T . In other words, the proxy and the peers letea
h other to have time to learn and update their 
a
hesbased on ea
h other's least re
ent 
a
hing de
isions. Fur-thermore, to redu
e the tra�
 on the video server 
ausedby the proxy's 
a
he updating, it is not ne
essary for theproxy to update at every s
heduled time, but the proxy
an skip some of them. Spe
i�
ally, after ea
h updatethe proxy 
al
ulates a signi�
an
e of the 
hanges as
SIG = T ×

M
∑

i=1

(si ×Wi × bi)where
bi =

{

1, ci(now) − ci(prev) = 1
0, otherwiseHere bi the label on whether or not video i is newly
a
hed by the proxy, and SIG is an estimation of thetra�
 saving on the video server by 
a
hing these newly
a
hed videos.The proxy 
ompare the SIG with the total tra�
uploaded by the video server during the re
ent inter-val of T as TRAF . Spe
i�
ally, given a threshold, if

SIG < threshold × TRAF , the proxy doubles the up-date interval (e.g., from 2T to 4T , or from 4T to 8T , ...,et
); and if SIG > threshold×TRAF , the proxy halvesthe interval, until the interval be
omes 2T . We refer tothis me
hanism as �smart update� of the proxy in thePopCap proto
ol.7 Performan
e EvaluationIn this se
tion, we examine the e�e
tiveness of the pro-posed PopCap proto
ol and 
ompare it with existing so-lutions. An event-driven simulator is developed usingC++ for this purpose, and we use the YouTube �s
i�dataset [12℄ and the YouTube �0316� dataset [14℄ as thevideo 
olle
tion of the simulated Internet VoD system inour experiments. But for the �s
i� dataset, only the mostpopular 20, 000 videos are used. In our simulation, timeis divided into rounds. During a round, peers requestvideos a

ording to their popularity, and download themfrom the proxy, the P2P network or the video server a
-
ording to the Internet VoD proto
ol. For simpli
ity, weuse the video length as the size of the video. For thevideos on YouTube, the average video length is 185 se
-onds and we let the default proxy 
a
he size as 2, 000times of the average video length, and set the defaultpeer 
a
he size as 5 times of the average video length.We also set the default total number of the online peersas 2, 000.We 
ompare PopCap with PROP [11℄, whi
h is a pro-to
ol for P2P-assisted proxy for large s
aled VoD ser-vi
es. In PROP, proxy 
a
hes the most popular videos
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(b)Fig. 4 Evolvement of (a)video server's uploading tra�
 and (b) proxy's downloading tra�
a

ording to the estimated popularity, and 
lients up-date their 
a
hed video repli
as based on a popularityoriented utility. In PROP, a DHT network is organizedby the 
lients, and for ea
h video, there is a 
orrespond-ing peer on the DHT network that keeps the informationon 
lients that 
urrently 
a
hes this video, as well as thenumber of repli
as 
urrently 
a
hed by the P2P network.Although using the DHT te
hnique to �nd a list of peersthat is �good enough� for lo
ating a spe
i�
 resour
e is
ommonly used in many P2P VoD systems, providinga

urate number of the peers that 
urrently 
a
he thevideo is not easy, espe
ially for Internet VoD. For exam-ple, when a 
lient has �nished playing a video, there willbe an event of video 
a
hing and a number of evi
tingevents, and the peer must report these events to the 
or-responding peers on the DHT network. As the averagevideo length on YouTube is only about 3 minutes andusually there are a large amount of online users, thereshould be a large amount of reports frequently issuedby the users. Moreover, as the routing hops for a sin-gle report is O(logN), when N is large, the delay of thepeer reports is non-trivial. In other words, for InternetVoD using the DHT te
hnique to obtain the a

uratenumbers of video repli
as is impra
ti
al, and expensive.But in PopCap, we do not require the information ofthe a

urate number of the video repli
as 
a
hed by theP2P network, but only rely on information that 
ould beeasily 
olle
ted as dis
ussed in Se
tion 5. In our simu-lation, we assume that a

urate video repli
a number isavailable for PROP.7.1 Redu
tion on server's workloadIn our �rst experiment, we 
ompare PopCap with PROP,and another proto
ol where the proxy 
a
hes the popu-lar videos and peers update their 
a
hes using the LRUstrategy. We start with a proxy randomly 
a
hes a num-ber of videos, and the system evolves as the proxy and thepeers update their 
a
hes. Periodi
ally, we measure thetra�
 on the video server in uploading the videos to the


lients in the 
ases that the proxy and the P2P networkfail to upload, and we also measure the tra�
 
aused bythe proxy in updating its 
a
he as well. Fig. 4(a) and(b) shows the how the two tra�
s evolve with the timeunder di�erent proto
ols respe
tively. We 
an see fromthe Fig. 4(a) that among the three proto
ols, the tra�
on the video server under PopCap is the smallest, whilePROP outperforms the proto
ol using the LRU strategy,whi
h 
onforms to [11℄. From Fig. 4(b), PopCap also hasthe smallest tra�
 regarding the proxy's updating, butthe di�eren
e is not signi�
ant. From Fig. 4 one 
an seethat both PopCap and PROP has a better performan
ethan the naive proto
ol of �popularity + LRU�, in theremainder part of this se
tion, we only fo
us on PopCapand PROP.To have an insight, we investigate how videos are
a
hed by the proxy and the peers under di�erent pro-to
ol. During the simulation, at ea
h time of proxy up-dating, for ea
h video we re
ord: 1) whether or not itis 
a
hed by the proxy, if it is 
a
hed, we re
ord �1� forthis video, otherwise �0�; and 2) by how many peers thisvideo is 
a
hed. We refer to the re
ord at a proxy up-dating time as a �snapshot�. We re
ord 50 
onse
utivesnapshots, and by averaging these snapshots we 
an ob-tain the video's 
a
hing status. Fig. 5 and Fig. 6 showthe 
a
hing status of the 20, 000 videos under PopCapand PROP. For proxy 
a
hing, from Fig. 5 we 
an seethat both PopCap and PROP 
an identify and 
a
he thepopular videos, however, in PopCap, we 
onsider pop-ularity as well as the likeliness of a
tual downloading.In Fig. 6, one 
an see that peers under PopCap is ableto avoid 
a
hing very popular videos, as these videosare more likely to be 
a
hed by the proxy, while underPROP, although low utilities are assigned to very pop-ular videos, peers still 
a
he them, as these videos arerequested very frequently by peers, evi
ting alone 
annot e�e
tively redu
e their repli
as on the P2P network.To examine the e�e
tiveness of the PopCap proto
olin exploiting the proxy 
a
he, we vary the proxy 
a
hesize and investigate the system's performan
e, and 
om-
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(a) (b)Fig. 5 Proxy 
a
hing status of the �rst 20,000 videos in the �s
i� dataset under (a) PopCap and (b) PROP

(a) (b)Fig. 6 Peer 
a
hing status of the �rst 20,000 videos in the �s
i� dataset under (a) PopCap and (b) PROPpare it with the performan
e of PROP. We use both theYouTube �s
i� dataset and the YouTube �0316� datasetin this experiment, and for the latter one, all the 42,628videos are used. The experimental results using the �s
i�dataset are shown in Fig. 7(a) and the results using the�0316� dataset are in Fig. 7(b). From the two �gures, one
an see that when the proxy's 
a
he size is small, PROPis better than PopCap. This be
ause when the bene�t ofproxy 
a
hing is not signi�
ant, by using the a

urate in-formation on the number of video repli
as 
a
hed by theP2P network, PROP 
an make a better use of the peers'
a
he spa
e than PopCap. However, with the in
rease ofthe proxy's 
a
he size, PopCap outperforms PROP. Thisis be
ause PopCap makes better use of the proxy 
a
hethan PROP, and more importantly, peers under PopCap
an 
ooperate better with the proxy by avoiding 
a
hingthe videos that are likely to be 
a
hed by the proxy.We next 
onsider the in�uen
e of peer's 
a
he size. In

this experiment we also use the YouTube �s
i� datasetand the YouTube �0316� dataset for simulation. Fig. 8shows the tra�
 of the video server's uploading to the
lients under varying peer 
a
he size. Note that for let-ting the peer 
a
he size as zero we mean the 
ase thatno peer-assistan
e is used for Internet VoD, and for thepeer size as 185 se
onds we mean the 
ase that usersonly share their 
urrently played videos. From Fig. 8,we 
an see that PopCap has a better performan
e thanPROP, but when the peer size gets in
reased, the bene-�t is getting smaller. Comparing with the PROP's peer
a
he algorithm, peers under PopCap is bene�t from theblo
king by avoiding 
a
hing very popular videos, butPROP exploits the a

urate information of the videorepli
a number, whi
h is assume to be available in our ex-periment, therefore the advantage of PopCap over PROPis diminished when the peer 
a
he size is large enough.To validate this point we also 
ompare PopCap with a
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(b)Fig. 7 Video server's uploading tra�
 under varying proxy 
a
he size under PopCap and PROP, using (a) the �s
i� dataset, and (b)the �0316� dataset
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(b)Fig. 8 Video server's uploading tra�
 under varying peer 
a
he size under PopCap and PROP, using (a) the �s
i� dataset, and (b)the �0316� datasetproto
ol whether proxy updates its 
a
he using the Pop-Cap's algorithm while peers apply the PROP's algorithmwhile managing their 
a
hes. From Fig. 8 we 
an seethat �rst of all the di�eren
e between PopCap and thenew proto
ol is not signi�
ant, indi
ating that withoutusing the 
ostly information of the video repli
a num-ber, the performan
e of the PopCap's peer algorithm isvery 
lose to the one of PROP. By 
arefully examiningthe �gures, we 
an see that when the peer 
a
he size isnot very large, the PopCap's algorithm is better thanthe PROP's as peers under PopCap is able to avoiding
a
hing the videos that are likely to be 
a
hed by theproxy, but when the 
a
he is large enough, PROP's al-gorithm is better as the 
osty information of the a

uratevideo repli
a number is exploited.For a large s
ale information servi
e su
h as Inter-net VoD, s
alability is a very important property. Toinvestigate how s
alable the Internet VoD servi
e is un-der di�erent proto
ols, we vary the number of the onlinepeers and study the system's performan
e. In Fig. 9, weplot the tra�
s on the video server and the proxy un-der di�erent proto
ols when there are a varying numberof online peers. We use the 20,000 videos in the �s
i�dataset in this experiment. From Fig. 9(a) one 
an see

that with more and more users in the VoD servi
e, theworkload on the video server gets in
reased, but thanksto the P2P network, the in
rease is not linear. Fig. 9(a)also shows that PopCap has a smaller workload on thevideo server than that of PROP all the time. And fromFig. 9(b) we 
an see that PROP also has a smaller tra�

aused by proxy updates.7.2 E�e
tiveness of �smart update�In all our previous experiments we do not enable the Pop-Cap's �smart update� me
hanism for the proxy. In ourlast experiment we investigate the bene�t of this me
h-anism. We use the �s
i� dataset in this experiment, andto emulate the dynami
 s
enario of the Internet VoD ser-vi
e, we only have 10, 000 randomly sele
ted videos in thesystem at the beginning of the experiment, and duringea
h interval, 50 randomly sele
ted videos from the re-maining ones in the dataset are added until all the videosare added. We 
hange the threshold for doubling theproxy update interval, i.e., the parameter of �threshold�in Se
tion 5, and perform the simulation. We plot thetotal uploading tra�
 of the video server to the 
lientsas well as the tra�
 on the video server 
aused by theproxy's updating in Fig. 10. From the �gure, one 
an
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Fig. 10 Tra�
s 
aused by the video server's uploading to the
lients and 
aused by the proxy's updating using PopCap's �smartupdate� me
hanism under di�erent thresholdsee that when the threshold is in
reased, the video serverneeds to upload more to the 
lients as the proxy is lesssensitive to the 
hanges of the video set and its popu-larity, but the tra�
 
aused by the proxy's updating isgetting lighter, as the proxy updates �lazily�.Although for the requests of the ordinary 
lients andfor the updating of the proxy, videos are downloadedfrom the video server, the 
ost for unit bandwidth maybe di�erent. For example, some ISPs apply di�erentrates for the tra�
s at the peak hours and the non-peakhours. The tra�
 
aused by the users' video requestsis more likely to be at the peak hours while the proxy
ould update during the non-peak hours. An other ex-ample is that VSP may rent a CDN to update the proxiesbut users download dire
tly from the server. When theunit bandwidth 
ost for the server/
lients tra�
 and theserver/proxy tra�
 is di�erent, we examine the e�e
tsof the �smart update� me
hanism from the e
onomi
 as-pe
t. We 
al
ulate the total bandwidth 
ost of the videoserver using the following expression
cost = server/clients + ratio× server/proxy
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Fig. 11 Overall bandwidth 
ost of the video server using Pop-Cap's �smart update� me
hanism under di�erent threshold andunit bandwidth 
ost ratiowhere �ratio� is the ratio of the 
ost for theunit �server/
lients� bandwidth and the one of the�server/proxy� bandwidth. We plot the overall 
ost un-der di�erent thresholds applying varying ratios in Fig.11. From the �gure we 
an see that when the tra�
 
ostratio is getting larger, or proxy updating is not 
heap, itis more e
onomi
 bene�
ial to apply a larger threshold,that is, the proxy should updates more �lazily�. How-ever, note that the threshold should not be too large, assuggested by the 6th 
urve in the �gure, where the 
urveis above the 4th and 5th 
urves under all the 
ost ratios.This is be
ause for a too large threshold, the proxy some-what fails to 
apture the videos' popularity dynami
s.8 Con
lusionIn this paper, we 
onsider the newly emerging Interneton-demand video streaming servi
e and the problem ofhow to 
ollaboratively use the proxy and the P2P net-
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e in Chinawork to 
a
he and distribute the videos and redu
e theworkload on the video server. We �rst used two real-world datasets from YouTube to study the 
hara
teristi
sof the Internet VoD servi
e. The we formally presentedthe video 
a
hing problem and obtained it optimal so-lution. Inspired by the modeling analysis, we designeda pra
ti
al and inexpensive proto
ol named �PopCap�for the proxy and the peers in the P2P network to in-dependently 
a
he videos and 
ooperatively redu
e thevideo server's workload. Comparing with existing solu-tions, PopCap requires less infrastru
ture support, in-
urs a smaller overhead, and is more easy and pra
ti-
al to be deployed under the Internet VoD servi
e. Fi-nally, through experiments based on simulation usingreal-world datasets, we showed that PopCap has a bet-ter performan
e regarding the redu
tion on the tra�
sof the video server and the proxy.Referen
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