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formation sharing using audio and video instead of plaintext beomes more and more popular on today's Internet.Among the newly emerging Web2.0 appliations, the In-ternet on-demand video (VoD) streaming servies, suhas YouTube [1℄, and the Chinese-based Tudou [2℄ andYouku [3℄, have attrated many users. Unlike the tra-ditional IP-layer VoD [4℄ and the reently popular P2PVoD [5℄, in Internet VoD, videos are ontributed by users,and people an upload, view, mark, and omment thevideos. Beause of its openness and interativity, Inter-net VoD rapidly beomes very popular after its birth, forexample, it was reported in 2006 that eah day there weremore than 65,000 new videos uploaded on YouTube, andthe site was reeiving 100 million video views per day [6℄.It is also estimated that in 2007 YouTube onsumed thebandwidth of the entire Internet in 2000 [7℄. With itsextraordinary large video olletion and user views, In-ternet VoD is far from an online inema. For suh alarge system, how to e�iently and inexpensively delivervideos to users beomes a very hallenging problem.Currently nearly all the existing Internet VoD systemsadopt a lient-server arhiteture, where all the videosare uploaded by the video server (server luster or CDN)to users, thus the bandwidth required and the ost in-urred is very large. For example, in 2008 YouTube wasestimated to pay about one million US$ per day for thebandwidth [8℄. Obviously, it is eonomi and tehnialbene�ial if the tra� on the video server ould be re-dued. Reently, some researhers propose to use a P2Pnetwork (e.g. [9℄), where peers ahe their downloadedvideos and help to distribute them, for Internet VoD ser-vies. However, due to the speial features of the In-ternet VoD servie, tehnologies that are widely used in



2 Frontiers of Computer Siene in ChinaP2P VoD streaming (e.g. PPLive [5℄) may not work wellunder the ontext of Internet VoD. On the other hand,in traditional VoD servies, proxies have been widelyused(e.g., [10℄ [11℄). In this paper, we onsider to om-bine the two, and propose a protool for the peer-assistedInternet VoD system with proxies.In this work, we �rst examine the harateristisof Internet VoD's workload by investigating real-worlddatasets obtained from YouTube. We �nd that underInternet VoD, there exists an extreme imbalane regard-ing the videos' popularity, and all the videos are veryshort. We then formally present the video ahing prob-lem of the system ombining proxy and P2P network,with the objetives of reduing the video server's work-load and avoiding the inter-domain tra�. We show thatfor suh a problem, an optimal solution exist. With theawareness of the Internet VoD servie's workload hara-teristis and inspired by the theoretial analysis, we de-sign PopCap, a pratial protool for the proxy and thepeers in the P2P network to independently and ollab-oratively ahe videos. In the PopCap protool, videosare ahed on the proxy in a proative way, while for thevideo ahing on peers, we use bloking as well as evitingto ope with the extremely imbalaned video popularity,therefore enable the peers to avoid globally exessive orinadequate ahing of the videos. Unlike many P2P-based ahing systems suh as PROP [11℄, PopCap doesnot rely on a DHT-based overlay, therefore an ope withthe Internet VoD's harateristis well, while unlike tra-ditional Internet VoD systems, PopCap exploits the re-soure on individual peers, thus extensively redues theserver's workload. By omparing PopCap with existingsolutions. we �nd that PopCap is more pratial and in-expensive, whih makes it suitable to be deployed underthe Internet VoD servie. From simulation-based exper-iments driven by real-world YouTube datasets, we �ndthat PopCap protool ould e�etively redue the videoserver's workload by making a better use of the ahingspaes on the proxy and the peers, moreover, its �smartupdate� mehanism provides �exibility to further reduethe video server's overall bandwidth ost.The remainder part of this paper is organized as thefollows: Setion 2 introdues the related works; Setion3 desribes the arhiteture of the peer-assisted Inter-net VoD system under disussion; In Setion 4, hara-teristis of the Internet VoD servie are analyzed usingreal-world datasets; In Setion 5, we formally present thevideo ahing problem, obtain its optimal solution, anddisuss its impliations; We propose the PopCap protoolin Setion 6; In Setion 7 we investigate the performaneof PopCap and ompare it with other solutions; Finally,we onlude this work in Setion 8.

2 Related WorkWith its great ommerial suess and in�uene on theInternet, there are many works studying Internet VoD inreent years. In [12℄, YouTube and another popular In-ternet VoD servie in Korea are studied, and the authorsanalyze many aspets of the servie inluding life-yle ofthe videos and its relationship with the video requests. Itis also shown that the server's workload ould be greatlyredued if some P2P assistane is available. In [9℄, traesfrom the MSN video servie [13℄ are investigated, andwith a simple analytial model, it is shown that the traf-� on the video server ould be dramatially reduedif a P2P network helps to distribute the videos, evenif a strong loality rule is applied for the P2P network.In [14℄, by exploring the data obtained from YouTube, so-ial network patterns are observed among the videos, andthe authors propose a novel P2P-assisted video deliveringframework that explores the lustering of the video soialnetwork for improving the playbak quality and reduingthe server's workload. In [15℄, the network tra� ausedby ampus users downloading videos from YouTube is in-vestigated, and the authors point out that by smartly ex-ploiting metadata, better video ahing strategies ouldbe developed.On-demand video streaming using P2P tehniquesalso beomes very popular in reent years. Examplesinlude P2Cast [16℄, P2VoD [17℄ and DSL [18℄. P2Castand P2VoD investigate a tree-based overlay struture toorganize the peers, and DSL presents a dynami skiplist overlay to enable the VCR operation. Cui et al. [19℄propose oStream, whih extends appliation multiast tosupport VoD with bu�ers on peers. Tian et al. [20℄ on-sider a probabilisti ahing mehanism on the lients toredue the video server's workload.On the other hand, deploying dediated proxies for re-duing the video server's workload and providing a betterquality of streaming servie has been studied for a longtime. In [10℄, the on�it between hit ratio and proxyjitter in the proxy ahing strategy is investigated, anda new proxy system named Hyper Proxy is proposed.In [21℄, a ooperative proxy-lient ahing system is pro-posed, where low ost of P2P network and robustness ofdediated proxy are ombined. In a reent work [22℄, theahing problem for peers in a P2P assisted VoD sys-tem is investigated, and an algorithm with the featureof proportional partial admission and evition of videosegments is proposed. In [11℄, the authors onsider aVoD servie ombining both proxy and P2P network,and propose a system named PROP to reliably and sal-ably ahe and distribute the videos.Our work is di�erent from previous works in that wejointly onsider the proxy and the peer ahing under theontext of the Internet VoD servie. By ombining proxywith P2P network, ritial issues suh as peer-proxy ol-



Front. Comput. Si. China 3laboration must be addressed; while by onsidering theproblem under the ontext of Internet VoD, harater-istis of this appliation must be taken into onsidera-tion and tehnologies that are widely applied in ordi-nary P2P VoD systems must be arefully re-onsideredand re-examined before get applied under Internet VoD.3 The System Arhiteture

Fig. 1 Demonstration of system arhiteture for peer-assistedInternet VoD with proxy ahingIn this paper, we onsider a peer-assisted Internet VoDsystem with proxies. Typially in suh a system there arethree omponents: (a) the server, whih ontains at leasta web server, an index server, and a video server (serverluster or CDN); (b) the end-system lients whih re-quest and download the videos; and () the proxy whihis deployed at the gateway of a domain and uploads theahed video to the lients residing in the same domain.In addition, lients form a self-organized P2P overlaynetwork, in whih eah of them is a peer and indepen-dently maintains a video ahe. Generally, the server ismaintained by the video servie provider (VSP) suh asYouTube [1℄, the proxy an be runned by VSP or ISP,and the peers are autonomous ordinary end-systems. Ademonstration of the system arhiteture is shown in Fig.1. In a peer-assisted Internet VoD system, a peer ahesthe videos it has downloaded. Peers independently man-age their loally ahed videos. When a peer joins orleaves the system, or a video replia is ahed or getsevited, the peer reports to the index server. As demon-strated in Fig. 1, when a peer requests a video, for exam-ple, by liking the video's URL on the VSP's website,if a proxy is available for the domain of the peer, thegateway redirets the request to the proxy (step 1), andthe proxy uploads to the peer if it has ahed a repliaand has enough outgoing bandwidth (step 2). If there isno proxy or the proxy is unable to upload the video, therequest is then sent to the index server (step 3), whihreturns with a list ontaining some other peers on theP2P network that urrently have this video ahed (step4). The peer then requests and downloads the video from

some of these peers in a P2P manner (e.g. swarming [23℄)(step 5). Finally, in ase that there is no peer that haveahed this video, or none of the index server returnedpeers an upload the video due to the reasons suh aspoor network ondition or stale information on the indexserver, the requesting peer diretly downloads the videofrom the video server (step 6). From the proedure, wean see that by deploying a proxy, some inter-domaintra� an be avoided, as both P2P sharing and diretdownloading from the video server inur tra�s out ofthe domain. Moreover, the proxy and the P2P networkan redue the workload on the video server. Clearly, toe�etively ahieve these objetives, proxy and the P2Pnetwork should ahe the videos in a smart and ooper-ative way. In the following setions, we will investigatethis problem from theoretial as well as pratial proto-ol designing aspets.4 Charaterizing Internet VoDBefore analyzing the video ahing problem, we �rst in-vestigate some harateristis of the Internet VoD ser-vie. Two datasets olleted by rawling YouTube, i.e.the one used in [12℄ and the one used in [14℄), are used forour investigation. For �rst one, we uses the �si� datasetwhih ontains 252, 255 videos. For the data from [14℄,we hoose the dataset olleted on Mar. 16th, 2007 on-taining 42, 628 videos (referred to as the �0316� dataset).We �rst examine the popularity of the videos in In-ternet VoD. In Fig. 2, we plot the view times againsttheir ranks for all the videos in the �si� and the �0316�datasets . Note that in the �gure, the urves are plot-ted under log-log sale. In reent years, many worksonsider the video aess pattern to follow a Zipf distri-bution (e.g. [11℄ and [24℄) or some other Zipf-like dis-tributions, suh Zipf with exponential uto� [12℄ andMandelbrot-Zipf [22℄; on the other hand, a reent workreveals that popularity of the videos is more likely tofollow a strethed exponential distribution [25℄. In thiswork, we do not try to �t the video aess data from thedatasets with theoretial models, but fous on its funda-mental feature. That is, we �nd from the �gure that ex-treme imbalane exits regarding videos' popularity. Forexample, in the �si� dataset, the most popular video getsviewed 2, 537, 904 times, while the mean and the medianview times in this dataset are 2, 140 and 186 respetively;for the �0316� dataset, the values are 2, 755, 993, 5, 405,and 838 respetively.Another feature of the Internet VoD servie we areinterested is the video length. In [14℄, it is reported thatmajority of the videos on YouTube are no longer than700 seonds, while by examining the datasets, we �ndthat the mean video lengths are 143 and 205 seonds for�si� and �0316� respetively.In summary, by examining the datasets obtained from
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(b)Fig. 2 Popularity for the videos in the (a) �si� dataset and the (b) �0316� datasetYouTube, we �nd that: 1) there exists an extreme im-balane regarding the video popularity; 2) omparingwith traditional VoD, videos in Internet VoD are veryshort. The two features of the Internet VoD servie im-pose a great hallenge for applying P2P network-basedtehnologies on Internet VoD, for the following reasons:First of all, with very short videos, peers will perform op-erations suh as video request, ahe update and aheannounement very frequently, this inurs a great work-load on the P2P overlay; Seond, with the extremelyimbalaned video popularity, the workload on a DHT-based overlay very also be extremely imbalaned. Forexample, the peer that manages the key of the most pop-ularly video will have a muh larger workload omparingwith other peers.5 Analyzing Video Cahing in InternetVoDIn this setion, we formally present the video ahingproblem for a peer-assisted Internet VoD system and the-oretially analyze it.5.1 The Video ahing problemIn our theoretial analysis, we onsider a peer-assistedInternet VoD system with a olletion ofM videos, whihare ranked in a desending order on their popularity, andthere are N online peers. For simpliity, we assume thatall the videos are equal-sized. For eah peer, it an aheup to c video replias, while for the proxy, it an ahe
C(C >> c) videos. For eah video, say video i, it maybe ahed by the proxy, and it ould also be ahed bya number of the online peers. We use ci(ci = 0, 1) to

denote whether or not video i is ahed by the proxy, thatis, if ahed, ci = 1, and ci = 0 if not ahed. We also use
ni(N ≥ ni ≥ 0) to denote the number of the peers thaturrently ahes the video. For all theM videos, a vetor
~n = {n1, n2, ..., nM} is used to denote the ahing statusof the P2P network and a vetor ~c = {c1, c2, ..., cM} isused to denote the proxy's ahing deision.In our analysis, we assume that the proxy has suf-�ient out-going bandwidth and never fails, thus whena video is ahed by the proxy, the proxy an upload toany requesting peer. On the other hand, peers in the P2Pnetwork are di�erent. A peer may fail, or it may evitthe video to make room for a new video replia, but theindex server that keeps the video's ahing status mayhave stale information. Moreover, even for a peer thatdoes have the video ahed, the network ondition maybe very poor between the peer and the requesting peer.To aommodate these onerns, in our analysis we sim-ply use a probability of p to denote the hane that apeer whih is supposed to be able to serve a video bythe index server atually is unable to upload the video.Obviously with these unreliable peers, the probabilitythat video i ould not be served by the P2P network is
(1− p)ni .Let λ be the total video request rate from the N onlinepeers, then the rate of the requests that goes to the videoserver ould be expressed as ∑M

i=1 λpi(1−ci)(1−p)ni . Ifwe de�ne ρ(~n,~c) = ∑M

i=1 pi(1−ci)(1−p)ni as the ratio ofthe workload on the video server, then the video ahingproblem for the peer-assisted Internet VoD with proxy
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Minimize ρ(~n,~c) =

∑M

i=1 pi(1− ci)(1− p)ni

s.t. ci = 0, 1; i = 1, 2, ...,M
ni ≥ 0; i = 1, 2, ...,M
∑M

i=1 ci = C
∑M

i=1 ni = N × c

(1)5.2 The optimal solution and its impliationsWe �rst onsider the ase that no proxy is deployed. Forthis ase, the problem in Equation (1) an be rephrasedas
Minimize ρ(~n) =

∑M

i=1 pi(1− p)ni

s.t.
∑M

i=1 ni = N × c
(2)For this problem, we have the following result.Theorem 1. For the video ahing problem in Equation(2), the optimal solution ~n∗ is

n∗

i =
N

M
c−

log pi
log(1− p)

+
log

∏M

j=1 pj

M log(1 − p)
(3)Proof. First of all, for n∗

i in Equation (3), it is easy tosee that ∑M

i=1 n
∗

i = Nc, suggesting that Equation (3) isa feasible solution. Furthermore, for any i and j, i 6= j,we have
pi(1− p)n

∗

i = pj(1 − p)n
∗

jWe then prove that the solution in Equation (3) isloal optimal. To show this, we onsider another solution
~n′ = {n′

1, n
′

2, ..., n
′

M}, where for partiular i and j (i 6=
j), n′

i = n∗

i +1 and n′

j = n∗

j − 1, and for any k (k 6= i, j),
n′

k = n∗

k. By taking ~n′ and ~n∗ into the objetive funtion
ρ(~n) in Equation (2) respetively, we have

ρ(~n′)− ρ(~n∗)

= pi(1− p)n
′

i + pj(1− p)n
′

j − pi(1− p)n
∗

i − pj(1 − p)n
∗

j

= pi(1− p)n
∗

i ((1− p)− 1) + pj(1− p)n
∗

j

(

1

1− p
− 1

)sine pi(1− p)n
∗

i = pj(1− p)n
∗

j ,
ρ(~n′)− ρ(~n∗)

= pi(1− p)n
∗

i

(

(1− p) +
1

1− p
− 2

)

> 0for any p > 0. In other words, ~n∗ is loal optimal.Finally, note that the objetive funtion ρ(~n) is onvexand the onstraint is a�ne, thus the problem in Equa-tion (2) is atually a onvex optimization problem. It iswell-known that for suh a problem, any loal optima isglobal optimal [26℄, therefore Equation (3) is the optimalsolution for the video ahing problem without proxy inEquation (2).

We then onsider the video ahing problem in Equa-tion (1) when a proxy is deployed, for this problem, wehave the following result.Theorem 2. For the video ahing problem in Equation(1), the optimal solution is


















{

n∗

i = 0
c∗i = 1

, 1 ≤ i ≤ C
{

n∗

i = Nc
M−C

−
∑

M
j=C+1

(log pi−log pj)

(M−C) log(1−p)

c∗i = 0
, C + 1 ≤ i ≤ M(4)Proof. We �rst show that for any solution of ~c, i.e., theproxy selets any C videos from the the M videos toahe, the optimal solution of ~n is

{

n∗

i = 0, if ci = 1

n∗

i = Nc
M−C

− log pi

log(1−p) +
log

∏
j,cj=0

pj

(M−C) log(1−p) , if ci = 0To show this, note that for any video, say video i,when it is ahed by the proxy, ci = 1, λpi(1 − ci)(1 −
p)ni = 0 regardless of the value of ni. So for this video,proxy will serve all the requests, and it is not neessaryfor the P2P network to ahe any replias, i.e., n∗

i = 0.Now with C videos being ahed by the proxy, M − Cvideos with ci = 0 are for the P2P network to ahe.Aording to Theorem 1, for these videos, the optimalsolution is
n∗

i =
Nc

M − C
−

log pi
log(1− p)

+
log

∏

j,cj=0 pj

(M − C) log(1− p)We next show that with ~n∗, the optimal solution for
~c is

{

ci = 1, 1 ≤ i ≤ C
ci = 0, C + 1 ≤ i ≤ MWe prove this result as the following. By taking ~n∗into the objetive funtion ρ(~n,~c), we an see that

ρ(~n∗,~c) =
∑

i,ci=0

pi(1− p)n
∗

i

= (M − C)(1 − p)
Nc

M−C





∏

i,ci=0

pi





1
M−CTo minimize ρ(~n∗,~c), we just need to minimize

∏

i,ci=0 pi. Obviously, the best way is to set ci = 0 forthe M − C least popular videos. In other others, theproxy ahes the C most popular videos. Therefore wehave proved the theorem.In our problem formulation in Equation (1), we onlyonsider the objetive of minimizing the video server'sworkload (i.e., minimizing ρ), but do not onsider theobjetive of avoiding the inter-domain tra�. However,we an see that the solution obtained in Equation (4) also



6 Frontiers of Computer Siene in Chinaahieves this objetive. As both the diret downloadingfrom the video server and using the P2P network inursinter-domain tra�, learly the most requested videosshould be ahed by the proxy to avoid the inter-domaintra� to the greatest extent, as shown in Equation (4).In a pratial peer-assisted Internet VoD system,learly it is infeasible obtain the values of the param-eters pi, p, N , therefore we an not apply the solutionin Equation (4) diretly. However, some insights ouldbe obtained from Equation (4). First of all, note thatin the optimal solution, proxy only ahes the C mostpopular videos, while peers do not ahe any replia ofthem. This observation suggests that in a pratial sys-tem, proxy must be able to identify these popular videoswhile peers must be able to avoid ahing these videos.Seond, we note that for the videos that are not ahedby proxy, a proper number of replias should be ahedby peers in the P2P network, in partiular, the di�ereneof the replia numbers for video i and video j is propor-tional to log pi − log pj. This observation suggests thatif we know how to ahe one video, say video k, thenfor any spei� video, in priniple we will know how toahe it by using video k as a benhmark.5.3 Numerial evaluationFinally, we numerially evaluate the e�etiveness of oursolution for peer-assisted Internet VoD. For video pop-ularity, we use the data of the �rst 20,000 videos ob-tained from the YouTube �si� dataset as shown in Fig.2. We alulate the minimized workload ratios on thevideo server by applying the optimal solution on the ob-jetive funtion in Equation (2). For other parameters,we let N = 2, 000, p = 0.8, C = 1, 000, and c = 5 as thedefault.We �rst investigate the in�uene of the proxy ahesize. Under varying proxy ahe size C we plot the videoserver ratio ρ against C in Fig. 3(a). From the �gureone an see that by enlarging the ahe size, more videosould be served by the proxy. Moreover, we an see thatthe urve is nearly linear, whih means if the ost forlarger storage does not inrease as muh as the ost fornetwork tra�, it is eonomi bene�ial for ISP or VSPto pay for the proxy storage than for the bandwidth.We also onsider the in�uene of the peer ahe sizeby varying c and plot the video server ratio ρ against c inFig. 3(b). From the �gure we an see that when c is smalland gets inreased, ρ dereases dramatially, and when
c is large, ρ approahes zero. This observation indiatesthat P2P networking is promising for the Internet VoDservie, thus it is very important to enourage the peers,whih are usually sel�sh, to ontribute their loal storagein the P2P network.We alulate the server's workload ratio ρ under vary-ing peer reliability values of p and plot ρ against p inFig. 3(). From the �gure we an see that even under

the moderate peer ahe size, inreasing p an dramati-ally derease ρ and redue the server's workload, there-fore it is essential to timely update the index server andeliminate the stale information.6 The PopCap ProtoolMotivated by the theoretial analysis, in this setion,we onsider under the real-world Internet VoD environ-ment, how to design a pratial protool for the proxyand the peers in the P2P network to independently andooperatively ahe the videos.6.1 Feasibility of P2P tehnologiesAs shown in Setion 4, we have observed two features ofInternet VoD by examining real-world datasets: 1) ex-tremely imbalaned video popularity; 2) very short videolength. The former inurs a load balaning issue on P2Pnetworks, espeially the DHT-based overlays, while thelatter auses a great inrease of workload. Beause ofthese observations, before designing the protool, it isvery neessary for us to examine the feasibility of theP2P tehnologies that are suessfully applied in ordi-nary P2P VoD systems under the ontext of InternetVoD. It is noted that nearly all the existing P2P VoDsystems rely on two essential tehnologies: the swarmingoverlay tehnology and the DHT-based overlay tehnol-ogy, where the former is used to distributed the videodata and the latter is applied for resoure lookup andmanagement.In previous e�orts of applying P2P networks on the In-ternet VoD servie, P2P swarming tehnology has beenproved to be able to work well. For example, Net-Tube [14℄ applies the swarming protool similar to theone used in CoolStreaming [27℄ to enable a peer-assistedInternet VoD streaming. Meanwhile, there are very lit-tle e�orts of applying DHT-based overlays upon InternetVoD. On the other hand, reently a P2P assisted VoDsystem named PROP is proposed [11℄, where a DHT-based overlay is used for assisting peers and the proxy tomake the video ahing deisions. Therefore, it is veryneessary to examine the appliability of the DHT-basedoverlay tehnology under the ontext of Internet VoD.We onsider a peer-assisted Internet VoD system simi-larly to PROP [11℄, equipped with a DHT-based overlay.In suh a system, when a user �nished viewing a video,whih has a typial length of 3 minutes, then it may keepthe video in its loal ahe and evit some ahed videosto make room, in this ase, it must look up the peers thatmanage the keys of the new ahed video and the evitedahed videos on the DHT overlay to make the updates.Originally, PROP is not proposed for Internet VoD, but forordinary VoD servies. Here we disuss a hypotheti Internet VoDsystem that applies PROP.
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()Fig. 3 Video server's workload ratio ρ under optimal proxy and peer ahing with (a) varying proxy ahe size C, (b) varying peerahe size c, and () varying peer reliability pAfter that, if the peer requests another video to view, italso must look up the peer that manages the video's keyon the DHT overlay to loate the peers that have thisvideo ahed. Note that for eah DHT lookup, O(logN)message deliveries are introdued on the overlay, so onaverage a peer will send or forward 3 × log2 N DHTlookup messages every 3 minutes. Suppose that eahlookup message is 20 bytes, then for a moderate systemontaining 5000 peers, on average the bandwidth used forDHT lookup on a peer is 33bps, whih is no longer negli-gible. Moreover, reall that the popularity of the videosin Internet VoD is extremely imbalaned, whih ausesan extreme imbalane of the workload on the DHT-basedoverlay. Suppose that the workload sales with the samerule as the popularity, then by applying the data in �si�,the bandwidth used for DHT lookup on the peer withthe heaviest workload will be 39Kbps, whih is totallyunaeptable. In addition, unlike the transportation ofvideo data, DHT lookups have muh more stringent re-quirement on the delay, while the heavy and imbalanedDHT lookup workload on peers further redues the e�-ieny of the DHT-based overlay.In summary, we �nd that under the ontext of the In-ternet VoD servie, DHT-based overlay is not feasible,this makes the systems that rely on DHT (e.g., PROP)no longer suitable for Internet VoD, and fores us to seekapproahes whih ould ope with the features of Inter-net VoD to pratially solve the video ahing problem.Following we present PopCap, a pratial protool forthe proxy and the peers in the P2P network to indepen-dently and ooperatively ahe videos under a InternetVoD servie.6.2 Metadata olleting and estimationIn PopCap, we use the video server, the proxy, and thepeers to ollet metadata, the metadata olleted will beused for assisting the proxy and individual peer to maketheir ahing deisions. Spei�ally, for eah video, sayvideo i, the video server measures the following metris:
• nr

i : total number of the times video i has been re-

quested, (e.g., through a lik on the VSP's website);
• tri : the last time video i was requested;
• ns

i : total number of the times that video i is up-loaded by the video server;
• tsi : the last time that video i was uploaded by thevideo server;
• ai: the time that video i was added to Internet VoDservie;
• si: video i's size in bytes.While on the proxy, following metris are olleted:
• np

i : total number of the times that video i is up-loaded by the proxy;
• tpi : the last time that video i was uploaded by theproxy;
• di: total bytes of video i that are uploaded by theproxy.Eah peer, say peer j, also keeps the following infor-mation for eah video replia it urrently keeps in itsloal ahe:
• tai : the time that this video replia is added into thepeer's loal ahe.Note that under urrent Internet VoD system arhi-teture, the video server, the proxy and the peers onlyneed to use a few ounters and time stamps to obtainthese metadata. It is not neessary to built a DHT over-lay to ollet these information.In addition to the metris measured diretly in theInternet VoD system, two other metris are estimated.Spei�ally, for eah video, we use the method proposedin [11℄ to estimate its popularity, that is, for video i, itspopularity is estimated as

Pi = min

{

nr
i

tri − ai
,

1

t− tri

} (5)where t is the urrent time. In the expression, nr
i

tr
i
−ai

isthe long-term request rate of this video sine the videowas added, t− tri is the time sine the last request, and
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t−tr
i

is an approximation of the video's reent requestrate.The proxy also alulates the usefulness of proxyahing for eah video as the following
UProxy
i = max

{

np
i

nr
i

,
t− tri
t− tpi

} (6)Here n
p
i

nr
i
is the long-term ratio of the video uploaded bythe proxy, and t−tri

t−t
p
i

is the likeliness that this video willbe uploaded by the proxy on the next request.6.3 Proxy ahe strategyThe optimal solution in Equation (4) shows that for apeer-assisted Internet VoD system, proxy should ahethe most popular videos. However, in our analysis it isassumed that all the videos are equal-sized. Clearly thisassumption is impratial. For equally popular videos,learly smaller one is preferred to be ahed as ahingspae is limited. While to redue the server's workload,for equally popular videos, ahing a large one is pre-ferred. Moreover, in Internet VoD, it is possible that auser does not download the entire video, but only down-load a part of it. Obviously, the videos that are down-loaded with a larger portion should also be preferred. Inthe PopCap protool, we will onsider the three fatorsin making the ahing deisions, that is: 1) the video'spopularity; 2) the video's size; and 3) portion of the videothat is atually downloaded, in making the ahing de-isions.For updating video ahes on the proxy, periodiallythe proxy alulates Pi and Ui for all the videos andsolves the following problem
Minimize

∑M

i=1 Pi(1− ci)f(
1
si
)g(si)h(

di

n
p
i
×si

)

s.t. ci = 0, 1; i = 1, 2, ...,M
∑M

i=1 sici ≤ C

(7)In the problem, M is the total number of the videosunder onsideration, C is the proxy's ahe size. ci(ci =
0, 1) is the label on whether or not video i should beahed by the proxy. For f( 1

si
), g(si), and h( di

n
p
i
×si

),they represent the proxy's favors to ahe small and pop-ular videos for saving the ahe spae, to ahe largeand popular videos for reduing the server's workload,and to ahe the videos that are more likely to be atu-ally downloaded respetively. For simpliity, in PopCapwe let f( 1
si
) = 1

si
, g(si) = si, and h( di

n
p
i
×si

) = di

n
p
i
×si

.Clearly for the problem in Equation (7), the videos withthe largest weights for (1 − ci) in the objetive funtionshould be ahed. Therefore, in PopCap's proxy ahestrategy, for eah video the proxy alulates a weight as
Wi = Pi

di
np
i × si

(8)

and selets the videos with the largest weights to ahe,until the ahe is full. In PopCap, the proxy period-ially determines whih videos should be ahed, thenit requests the missing videos from the video server anddisards the videos that should not be ahed any longer.6.4 Peer ahe strategyFor PopCap's peer ahe strategy, usually there are twoapproahes for a peer to set up an order in ahing videos:bloking and evition. For bloking, when a video isdownloaded to play, the peer does not neessary to putthe video into its loal ahe, but only ahes it with aertain probability; while in evition, every video is as-soiated with a priority, when a new video needs to beahed, the peer evits its ahed videos based on theirpriorities. The bene�t of bloking is that peers need notto ahe the unpreferred videos, but it takes a longertime for a peer to update its ahe as not all the hanesare exploited. For evition, the bene�t is that all thedownloaded videos are ahed, however, for very popu-lar videos that have been downloaded very frequently, itis very di�ult to redue the numbers of their repliaseven low priorities are assigned. In our peer ahing al-gorithm, we ombine the two approahes: we blok thepopular videos that are likely to be ahed by the proxywith a high bloking probability, while the ahed videosare evited aording to their priorities. Spei�ally, foreah video, say video i, we use the usefulness of the proxyas its bloking probability, i.e.,
Pbi = UProxy

i (9)In PopCap, the number of the replias ahed by peersshould follow the optimal distribution as shown in Equa-tion (4).To ahieve this objetive, we arefully ontrolthe lifetime of peer ahed video replias. Spei�ally,for the eviting priority, periodially the proxy alulatea �time to ahe� (TTCi) for eah video as
TTCi =

logPi − logPmin

Pi

(10)where Pi is video i's estimated popularity as in Equa-tion (5), and Pmin is the minimum popularity for all thevideos under onsideration. When a peer needs to ahea new video, it alulate the priorities for all the videosit has ahed as
Pri = TTCi − (t− tai ) (11)where t is the urrent time.The �time to ahe� metri indiates how long a videoreplia should be ahed by the P2P network. As fromTheorem 2 we known that the number of the video repli-as on their popularity is in logarithm, then if the numberof the ahed replias for the least popular video is zero,there should be (logPi − logPmin) replias for video i.



Front. Comput. Si. China 9Sine Pi is also the request rate for the video, aordingto Little's law [28℄, the time that a replia is ahed is
logPi−logPmin

Pi
, whih is the replia's �time to ahe�.The PopCap's peer ahe strategy works as follows:when a peer has downloaded a video, it queries the proxyfor the video's bloking probability Pbi, and ahes thevideo with a probability of (1 − Pbi). When there is noroom for the new video, the peer queries the proxy for

TTCs of all its ahed videos, and alulates their pri-orities. Then the peer hooses the one with the smallestpriority and evits, until the newly downloaded video anbe ahed.Finally, we ompare PopCap's peer ahe updatestrategy with the one used in PROP [11℄, where aevition-based mehanism proposed. In PROP, an utilityfuntion is alulated by peer on eah video, and for verypopular videos and for unpopular videos, their utilityfuntion values are small while the values for the videosof moderate popularity are relatively large. Peers usethe videos' utility funtion values as the priorities dur-ing evition. However, in PROP, information of exatnumber of video replias ahed by the P2P network isrequired, whih is olleted by a DHT-based overlay. InPopCap, suh information is not available as the pro-tool does not rely on a DHT overlay. In addition, theontinuous-valued utility funtion an not e�etively pre-vent peers to ahe the videos that are already beingahed by the proxy. For example, suppose that proxyan ahe up to C videos, then for the Cth video and the
C + 1 video regarding the popularity, the utility fun-tion will assign values without large di�erene, there-fore peers an not di�erentiate them while making theirahing deisions. But aording to our optimal solu-tion in Equation (4), peer's ahing deisions on the twovideos should be very di�erent. On the other hand, bybloking video with the bloking probability Pbi, whihis not neessarily ontinuous on the video index, peersan diretly use the proxy's ahing deisions to maketheir own deisions. In our experimental study in Se-tion 7, we will see that PopCap an better prevent peersto ahe very popular videos than PROP.6.5 Smart update mehanismFinally, the timing of the protool exeution is arrangedas the following: after every interval of T (T ould bea period of time long enough, for example, a week ora month), the proxy alulates Pi, UProxy

i , and TTCifor eah video. The proxy updates the values of Pbi and
TTCi for eah video at the times of T, 3T, 5T, ..., and theproxy alulates Pi and Wi and updates its ahe at thetimes of 2T, 4T, 6T, .... In this way, the proxy and thepeers update their ahes asynhronously: the proxy up-dates its ahe after the peers apply new bloking prob-abilities and priorities for an interval of T , while the newbloking probabilities and priorities are alulated after

the proxy has updated its ahed videos and has run fora time of T . In other words, the proxy and the peers leteah other to have time to learn and update their ahesbased on eah other's least reent ahing deisions. Fur-thermore, to redue the tra� on the video server ausedby the proxy's ahe updating, it is not neessary for theproxy to update at every sheduled time, but the proxyan skip some of them. Spei�ally, after eah updatethe proxy alulates a signi�ane of the hanges as
SIG = T ×

M
∑

i=1

(si ×Wi × bi)where
bi =

{

1, ci(now) − ci(prev) = 1
0, otherwiseHere bi the label on whether or not video i is newlyahed by the proxy, and SIG is an estimation of thetra� saving on the video server by ahing these newlyahed videos.The proxy ompare the SIG with the total tra�uploaded by the video server during the reent inter-val of T as TRAF . Spei�ally, given a threshold, if

SIG < threshold × TRAF , the proxy doubles the up-date interval (e.g., from 2T to 4T , or from 4T to 8T , ...,et); and if SIG > threshold×TRAF , the proxy halvesthe interval, until the interval beomes 2T . We refer tothis mehanism as �smart update� of the proxy in thePopCap protool.7 Performane EvaluationIn this setion, we examine the e�etiveness of the pro-posed PopCap protool and ompare it with existing so-lutions. An event-driven simulator is developed usingC++ for this purpose, and we use the YouTube �si�dataset [12℄ and the YouTube �0316� dataset [14℄ as thevideo olletion of the simulated Internet VoD system inour experiments. But for the �si� dataset, only the mostpopular 20, 000 videos are used. In our simulation, timeis divided into rounds. During a round, peers requestvideos aording to their popularity, and download themfrom the proxy, the P2P network or the video server a-ording to the Internet VoD protool. For simpliity, weuse the video length as the size of the video. For thevideos on YouTube, the average video length is 185 se-onds and we let the default proxy ahe size as 2, 000times of the average video length, and set the defaultpeer ahe size as 5 times of the average video length.We also set the default total number of the online peersas 2, 000.We ompare PopCap with PROP [11℄, whih is a pro-tool for P2P-assisted proxy for large saled VoD ser-vies. In PROP, proxy ahes the most popular videos
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(b)Fig. 4 Evolvement of (a)video server's uploading tra� and (b) proxy's downloading tra�aording to the estimated popularity, and lients up-date their ahed video replias based on a popularityoriented utility. In PROP, a DHT network is organizedby the lients, and for eah video, there is a orrespond-ing peer on the DHT network that keeps the informationon lients that urrently ahes this video, as well as thenumber of replias urrently ahed by the P2P network.Although using the DHT tehnique to �nd a list of peersthat is �good enough� for loating a spei� resoure isommonly used in many P2P VoD systems, providingaurate number of the peers that urrently ahe thevideo is not easy, espeially for Internet VoD. For exam-ple, when a lient has �nished playing a video, there willbe an event of video ahing and a number of evitingevents, and the peer must report these events to the or-responding peers on the DHT network. As the averagevideo length on YouTube is only about 3 minutes andusually there are a large amount of online users, thereshould be a large amount of reports frequently issuedby the users. Moreover, as the routing hops for a sin-gle report is O(logN), when N is large, the delay of thepeer reports is non-trivial. In other words, for InternetVoD using the DHT tehnique to obtain the auratenumbers of video replias is impratial, and expensive.But in PopCap, we do not require the information ofthe aurate number of the video replias ahed by theP2P network, but only rely on information that ould beeasily olleted as disussed in Setion 5. In our simu-lation, we assume that aurate video replia number isavailable for PROP.7.1 Redution on server's workloadIn our �rst experiment, we ompare PopCap with PROP,and another protool where the proxy ahes the popu-lar videos and peers update their ahes using the LRUstrategy. We start with a proxy randomly ahes a num-ber of videos, and the system evolves as the proxy and thepeers update their ahes. Periodially, we measure thetra� on the video server in uploading the videos to the

lients in the ases that the proxy and the P2P networkfail to upload, and we also measure the tra� aused bythe proxy in updating its ahe as well. Fig. 4(a) and(b) shows the how the two tra�s evolve with the timeunder di�erent protools respetively. We an see fromthe Fig. 4(a) that among the three protools, the tra�on the video server under PopCap is the smallest, whilePROP outperforms the protool using the LRU strategy,whih onforms to [11℄. From Fig. 4(b), PopCap also hasthe smallest tra� regarding the proxy's updating, butthe di�erene is not signi�ant. From Fig. 4 one an seethat both PopCap and PROP has a better performanethan the naive protool of �popularity + LRU�, in theremainder part of this setion, we only fous on PopCapand PROP.To have an insight, we investigate how videos areahed by the proxy and the peers under di�erent pro-tool. During the simulation, at eah time of proxy up-dating, for eah video we reord: 1) whether or not itis ahed by the proxy, if it is ahed, we reord �1� forthis video, otherwise �0�; and 2) by how many peers thisvideo is ahed. We refer to the reord at a proxy up-dating time as a �snapshot�. We reord 50 onseutivesnapshots, and by averaging these snapshots we an ob-tain the video's ahing status. Fig. 5 and Fig. 6 showthe ahing status of the 20, 000 videos under PopCapand PROP. For proxy ahing, from Fig. 5 we an seethat both PopCap and PROP an identify and ahe thepopular videos, however, in PopCap, we onsider pop-ularity as well as the likeliness of atual downloading.In Fig. 6, one an see that peers under PopCap is ableto avoid ahing very popular videos, as these videosare more likely to be ahed by the proxy, while underPROP, although low utilities are assigned to very pop-ular videos, peers still ahe them, as these videos arerequested very frequently by peers, eviting alone annot e�etively redue their replias on the P2P network.To examine the e�etiveness of the PopCap protoolin exploiting the proxy ahe, we vary the proxy ahesize and investigate the system's performane, and om-
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(a) (b)Fig. 5 Proxy ahing status of the �rst 20,000 videos in the �si� dataset under (a) PopCap and (b) PROP

(a) (b)Fig. 6 Peer ahing status of the �rst 20,000 videos in the �si� dataset under (a) PopCap and (b) PROPpare it with the performane of PROP. We use both theYouTube �si� dataset and the YouTube �0316� datasetin this experiment, and for the latter one, all the 42,628videos are used. The experimental results using the �si�dataset are shown in Fig. 7(a) and the results using the�0316� dataset are in Fig. 7(b). From the two �gures, onean see that when the proxy's ahe size is small, PROPis better than PopCap. This beause when the bene�t ofproxy ahing is not signi�ant, by using the aurate in-formation on the number of video replias ahed by theP2P network, PROP an make a better use of the peers'ahe spae than PopCap. However, with the inrease ofthe proxy's ahe size, PopCap outperforms PROP. Thisis beause PopCap makes better use of the proxy ahethan PROP, and more importantly, peers under PopCapan ooperate better with the proxy by avoiding ahingthe videos that are likely to be ahed by the proxy.We next onsider the in�uene of peer's ahe size. In

this experiment we also use the YouTube �si� datasetand the YouTube �0316� dataset for simulation. Fig. 8shows the tra� of the video server's uploading to thelients under varying peer ahe size. Note that for let-ting the peer ahe size as zero we mean the ase thatno peer-assistane is used for Internet VoD, and for thepeer size as 185 seonds we mean the ase that usersonly share their urrently played videos. From Fig. 8,we an see that PopCap has a better performane thanPROP, but when the peer size gets inreased, the bene-�t is getting smaller. Comparing with the PROP's peerahe algorithm, peers under PopCap is bene�t from thebloking by avoiding ahing very popular videos, butPROP exploits the aurate information of the videoreplia number, whih is assume to be available in our ex-periment, therefore the advantage of PopCap over PROPis diminished when the peer ahe size is large enough.To validate this point we also ompare PopCap with a
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(b)Fig. 7 Video server's uploading tra� under varying proxy ahe size under PopCap and PROP, using (a) the �si� dataset, and (b)the �0316� dataset
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(b)Fig. 8 Video server's uploading tra� under varying peer ahe size under PopCap and PROP, using (a) the �si� dataset, and (b)the �0316� datasetprotool whether proxy updates its ahe using the Pop-Cap's algorithm while peers apply the PROP's algorithmwhile managing their ahes. From Fig. 8 we an seethat �rst of all the di�erene between PopCap and thenew protool is not signi�ant, indiating that withoutusing the ostly information of the video replia num-ber, the performane of the PopCap's peer algorithm isvery lose to the one of PROP. By arefully examiningthe �gures, we an see that when the peer ahe size isnot very large, the PopCap's algorithm is better thanthe PROP's as peers under PopCap is able to avoidingahing the videos that are likely to be ahed by theproxy, but when the ahe is large enough, PROP's al-gorithm is better as the osty information of the auratevideo replia number is exploited.For a large sale information servie suh as Inter-net VoD, salability is a very important property. Toinvestigate how salable the Internet VoD servie is un-der di�erent protools, we vary the number of the onlinepeers and study the system's performane. In Fig. 9, weplot the tra�s on the video server and the proxy un-der di�erent protools when there are a varying numberof online peers. We use the 20,000 videos in the �si�dataset in this experiment. From Fig. 9(a) one an see

that with more and more users in the VoD servie, theworkload on the video server gets inreased, but thanksto the P2P network, the inrease is not linear. Fig. 9(a)also shows that PopCap has a smaller workload on thevideo server than that of PROP all the time. And fromFig. 9(b) we an see that PROP also has a smaller tra�aused by proxy updates.7.2 E�etiveness of �smart update�In all our previous experiments we do not enable the Pop-Cap's �smart update� mehanism for the proxy. In ourlast experiment we investigate the bene�t of this meh-anism. We use the �si� dataset in this experiment, andto emulate the dynami senario of the Internet VoD ser-vie, we only have 10, 000 randomly seleted videos in thesystem at the beginning of the experiment, and duringeah interval, 50 randomly seleted videos from the re-maining ones in the dataset are added until all the videosare added. We hange the threshold for doubling theproxy update interval, i.e., the parameter of �threshold�in Setion 5, and perform the simulation. We plot thetotal uploading tra� of the video server to the lientsas well as the tra� on the video server aused by theproxy's updating in Fig. 10. From the �gure, one an
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Fig. 10 Tra�s aused by the video server's uploading to thelients and aused by the proxy's updating using PopCap's �smartupdate� mehanism under di�erent thresholdsee that when the threshold is inreased, the video serverneeds to upload more to the lients as the proxy is lesssensitive to the hanges of the video set and its popu-larity, but the tra� aused by the proxy's updating isgetting lighter, as the proxy updates �lazily�.Although for the requests of the ordinary lients andfor the updating of the proxy, videos are downloadedfrom the video server, the ost for unit bandwidth maybe di�erent. For example, some ISPs apply di�erentrates for the tra�s at the peak hours and the non-peakhours. The tra� aused by the users' video requestsis more likely to be at the peak hours while the proxyould update during the non-peak hours. An other ex-ample is that VSP may rent a CDN to update the proxiesbut users download diretly from the server. When theunit bandwidth ost for the server/lients tra� and theserver/proxy tra� is di�erent, we examine the e�etsof the �smart update� mehanism from the eonomi as-pet. We alulate the total bandwidth ost of the videoserver using the following expression
cost = server/clients + ratio× server/proxy
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Fig. 11 Overall bandwidth ost of the video server using Pop-Cap's �smart update� mehanism under di�erent threshold andunit bandwidth ost ratiowhere �ratio� is the ratio of the ost for theunit �server/lients� bandwidth and the one of the�server/proxy� bandwidth. We plot the overall ost un-der di�erent thresholds applying varying ratios in Fig.11. From the �gure we an see that when the tra� ostratio is getting larger, or proxy updating is not heap, itis more eonomi bene�ial to apply a larger threshold,that is, the proxy should updates more �lazily�. How-ever, note that the threshold should not be too large, assuggested by the 6th urve in the �gure, where the urveis above the 4th and 5th urves under all the ost ratios.This is beause for a too large threshold, the proxy some-what fails to apture the videos' popularity dynamis.8 ConlusionIn this paper, we onsider the newly emerging Interneton-demand video streaming servie and the problem ofhow to ollaboratively use the proxy and the P2P net-
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