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Abstract—In-band Network Telemetry (INT) is a novel frame-
work for monitoring network health in real-time, and its recent
variant, Probabilistic INT (PINT), reduces its bandwidth con-
sumption with a probabilistic approach. However, as we show in
this paper, a PINT task can be successfully accomplished only
when it is allocated a sufficient number of packets, and if there
are many tasks executed in parallel, packets become a scarce
resource. Meanwhile, today’s production network generally exe-
cutes multiple measurement tasks for tracing different network
states simultaneously. Therefore, in such a context, scheduling
parallel PINT tasks on one single INT flow that has a limited
number of packets becomes a critical problem. In this paper, we
address this problem for the first time. We propose an algorithm
that efficiently schedules multiple parallel PINT tasks on a flow
by allocating the flow’s packets to the tasks and showing that
the allocation is optimal. We realize the algorithm with a packet
processing pipeline and implement it on software and hardware-
programmable switches. Comprehensive evaluation on a FatTree
testbed shows that at a low scheduling overhead, our algorithm
can conduct parallel PINT tasks to detect various network faults
in a timely and accurate manner. Additionally, the algorithm
accomplishes more PINT tasks with higher quality than the
alternative solutions.

Index Terms—Network measurement, Probabilistic In-band
Network Telemetry (PINT), task scheduling, resource allocation.

I. INTRODUCTION

AULTS and errors are inevitable in today’s produc-

tion networks. For troubleshooting network malfunctions,
monitoring network health in real-time is essential. Sampling-
based network monitoring solutions, such as NetFlow [1]
and sFlow [2], have been successfully applied for decades;
however, these methods miss many small flows, and thus,
are inadequate today. Meanwhile, with the rapid development
of software-defined networking (SDN) and data plane pro-
grammability, innovations in network telemetry have attracted
increasing attention in recent years (e.g., [3] [4] [5] [6] [7] [8]
[9] [10] [11]).

One critical problem in network telemetry is efficiently
reporting measurement data to analyzers. There are two rep-
resentative approaches: out-band network telemetry and in-
band network telemetry (INT). The former employs dedicated
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channels to transfer measurement data to analyzing servers.
However, such an approach may raise a scalability of concern,
as a large volume of measurement data needs to be transmitted.
Instead, in INT, telemetry data are carried within a packet
header, and as the packet travels along a path, network state
values on all the switches that are enroute can be collected
by the sink. The benefit of INT is obvious, as no dedicated
out-of-band channel is needed, while measurement data can
be collected at the line rate.

However, by carrying network state values in the packet
header, INT consumes nontrivial bandwidth, which consid-
erably reduces a flow’s goodput and increases its completion
time. To overcome this problem, Probabilistic INT (PINT) was
proposed in [12]. Rather than using one single packet to carry
network state values from all the switches enroute, in PINT,
a packet carries data from only one switch that is randomly
selected along the path, and a path-wide measurement result is
collectively gathered by several different packets. The chance
that network state values on all the switches along a path can
be successfully collected depends on the amount of packets
that are used for collecting them. Our analysis in this paper
shows that to ensure a high success probability, over 1,000
packets are required for a path of only 5 hops. Obviously,
with PINT, packets become a scarce resource.

Meanwhile, for troubleshooting various network faults,
multiple network states are generally traced in parallel. For
example, in data center networks, packet counters and switch
IDs are traced for preventing forwarding loops and detecting
silent blackholes [5] [13] [8] [7] [9] [10]. In addition, interar-
rival time, port utilization, and queue occupancy are traced
for congestion control and preventing load imbalances [3]
[14]. In industrial wireless networks, transmitting delay, signal
strength, and interference are traced for QoS-aware routing and
energy saving [15]. Note that different measurement tasks may
have various requirements for collecting measurement data.
Some tasks should be conducted more frequently and some
network states should be collected within shorter intervals than
others. For example, the static network state, such as switch
ID, needs to be collected only once, as long as the path is
unchanged. However, for some time-varying network states,
such as packet counters and interarrival times, their values
should be collected timely and at relatively high frequency
to detect dynamic network events, such as microbursts and
congestion.

Motivated by the above observation, in this paper, we
consider the following problem: When multiple parallel PINT



tasks are imposed on a single INT flow' that has a limited
number of packets, how can the tasks be scheduled according
to their diverse requirements for collecting measurement data?
To address this problem, we propose a scheduling algorithm
that allocates the “right” numbers of packets to different tasks.
We aim to meet three objectives with the algorithm. First,
the algorithm should be effective, meaning that the algorithm
should accomplish as many PINT tasks as possible. Moreover,
a task should collect the network state at an appropriate
frequency, and the collected sample data should meet the
task’s requirement regarding time proximity. Second, the al-
gorithm should be practical. In particular, switches should
not expect expensive interventions, such as rule insertions and
updates, frequently from the network control plane. Third, the
algorithm should be realizable with a Reconfigurable Match-
Action Table (RMT) [16] [17] pipeline, which is essential
for hardware implementation. Additionally, since P4 [18§]
has already become the de facto standard for data plane
programmability, a P4 implementation is preferred. Driven by
these objectives, we make two contributions in this paper.

o Analysis and design: We start by analyzing the relation
between the number of packets of a flow that are allocated
to a PINT task and the task’s success probability. Based
on the analysis, we formulate the PINT task scheduling
problem and solve it with an algorithm that allocates
optimal numbers of packets to different tasks. We also
propose a batch allocation scheme to preserve the time
proximity of the collected sample data and improve the
task success probabilities.

o Realization and evaluation: We propose realizing the
task scheduling algorithm with a five-stage RMT pipeline
and implementing the pipeline with P4 on software and
hardware-programmable switches [19]. [20] Comprehen-
sive evaluations show that our proposed algorithm out-
performs other solutions with respect to both quality and
quantity when accomplishing PINT tasks. Experiments on
a FatTree testbed confirm that our method can be practi-
cally applied to schedule parallel PINT tasks for detecting
various real-world network faults, and the evaluation on
the hardware switch suggests that the overhead caused by
PINT task scheduling is insignificant.

Previous works on resource allocation among network mea-
surement tasks are focused mainly on in-switch memories,
such as TCAM [21] and SRAM [3] [22]. To the best of our
knowledge, we are the first to consider a flow’s packets as
a scarce resource and allocate them among parallel measure-
ment tasks. For the remainder of this paper, we give a brief
introduction to INT-based network diagnosis and discuss the
related works in Sec. II. Sec. III formulates the PINT task
scheduling problem and presents our solution. A performance
evaluation is given in Sec. IV, and we conclude this paper in
Sec. V.

'As in PINT [12], in this work, we refer to an INT flow as all the packets
traveling from the same origin to the same destination over a fixed single
path. Note that an INT flow may contain packets from multiple application
sessions. We use the terms “flow” and “INT flow” interchangeably in this
work.

II. BACKGROUND AND RELATED WORK
A. INT-based Network Diagnosis

Today’s production network is composed of a wide range
of network elements, including many types of switches and
middleboxes, and faults arise from any single or combination
of these elements. In the following, we describe a number
of network faults that commonly occur and how INT-based
methods can detect them.

o Path deviation: Switches or middleboxes mistakenly
forward packets, causing the actual forwarding paths to
deviate from the planned paths. Such a fault can be
detected by checking the switch IDs of all the switches
that are enroute between the origin and the destination
(4] [5] [8].

o Forwarding loop: A faulty switch or middlebox may
throw packets back toward their origin, resulting in for-
warding loops. Such a fault can be detected by comparing
the counters of forwarded packets on all the switches
along the path that contains loop [4] [5] [8] [10].

« Silent blackhole: A switch with buggy software or faulty
hardware randomly drops packets without reporting. Such
a fault can be detected by comparing the counters of
received packets on all the switches that are enroute. A
hop whose downstream switches received substantially
fewer packets is considered a blackhole switch [6] [12].

o Congestion: Bursting traffic and load imbalances can
cause congestion, which leads to longer RTTs, higher
packet loss rates, and lower throughputs. Congestion can
be detected by comparing packet interarrival time distri-
butions on switches or by comparing queue occupancies
of switch ports [14] [12].

o DDoS attack: A DDoS attack occurs when numerous
attacking end hosts across the network collectively send
a large volume of traffic to the victim. The attackers’
positions can be detected by determining the traffic
contribution from all ingress switches that reach a DDoS
victim switch [13].

B. Related Work

Existing studies focus on two aspects for improving data
plane visibility in production networks. Efforts are made to
enable switches to trace network states more efficiently. There
is a rich literature on sketch-based measurement frameworks
that implement a probabilistic data structure (i.e., sketch) for
tracing traffic characteristics [23]. In particular, Yu et al. [3]
presented a software-defined traffic measurement architecture
named OpenSketch and designed a three-stage pipeline that
contained various sketches to support different measurement
tasks. Yang et al. [24] introduced a generic sketch named
Elastic Sketch that was fast and accurate in network mea-
surements, and was adaptive to traffic characteristics. Zhou
et al. [25] proposed a set of common frameworks, each for
a family of traffic measurement solutions that shared the
same implementation structure. Zhang et al. [26] designed a
structure named CocoSketch that was capable of supporting
partial key queries.



The other aspect describes how to report traced measure-
ment data to analyzers. The approaches can be classified into
two categories: out-band and in-band. For out-band network
telemetry, Handigol et al. [5] used a separate VLAN to
collect packet histories from OpenFlow switches for network
diagnosis. Zhu et al. [6] exploited the “match and mirror”
functionality of commodity switches to mirror packets to
analyze servers through dedicated links. However, such an
approach may raise a scalability concern, as it could introduce
a large volume of measurement traffic. To reduce measurement
overhead, some systems proposed retrieving the entire or part
of a sketch via the southbound interface of the controller (e.g.,
[3] [7]) and carefully partition the measurement data stored at
end-hosts and switches (e.g., [27]).

Furthermore, in-band network telemetry (INT), which keeps
measurement data in packets, has attracted increasing attention
in the last few years. Tammana et al. [8] proposed embedding
packet trajectory information into packet headers at each
switch that was enroute and analyzing it at the end-hosts.
Moreover, switch memory is used to store pointers to end-
hosts where relevant telemetry data are stored [9]. Jeyakumar
et al. [4] proposed allowing packets to access and carry switch
state information and designing a concise set of instructions
for switches to collect the states at the line rate. Sonchack et al.
[28] proposed carefully partitioning processing between ASIC
hardware and application software, and developed a switch
accelerated telemetry system that could monitor network traffic
at the line rate. Niu et al. [29] proposed an INT system to
visualize an IP-over-optical network in real-time. Basat et al.
[12] presented the Probabilistic In-band Network Telemetry
(PINT) framework, which employed a number of probabilistic
techniques to reduce the bandwidth consumption in carrying
INT data. Zhao et al. [11] combined INT and device-local
sketches by splitting sketches on switches into sketchlets
embedded in packet headers and aggregated the sketchlets
to restore the sketches at the end-hosts for analyzing flow
statistics. Sheng et al. [30] presented DeltaINT, which reduced
INT bandwidth consumption by selectively carrying network
states only when their values changed substantially. Yang et al.
[31] proposed constructing a novel sketch named TowerSketch
at the end-host with an INT approach. A comprehensive survey
on INT was presented in [32], and INT was standardized by
state-of-the-art programmable data planes, such as P4 [33].

With regard to resource allocation in network measure-
ments, Yu et al. [3] allocated SRAM resources on switches
used in multiple measurement tasks. Moshref et al. [21] [22]
proposed an adaptive measurement framework that dynami-
cally adjusted a switch’s TCAM and SRAM devoted to each
measurement task while ensuring a user-specified level of
accuracy. However, most previous works focused on allocating
in-switch memory resources, and as far as we know, we are
the first to consider an INT flow’s packets as a scarce resource
and allocate them among different measurement tasks.

III. PINT TASK SCHEDULING

In this section, we first analyze the relation between the
number of packets allocated to a PINT task and the task’s

TABLE I
Notation Meaning
(p1,--+ ypon) An INT flow of n packets, p; is the it packet.
(s1,--,5m) | An m-hop network path, s; is the jth switch.
v (pi, S5) Value of k** state on switch s; observed by packet p;.
Sm () Lower bound of success probability of accomplishing

a task on a path of length m by allocating x packets.
K Total num. of PINT tasks.

{ug} Utilities of PINT tasks.

{qr} Switch parameters for allocating packets to tasks.

h(ps, j) Hashing function for selecting a switch in a PINT task.
g(pi) Hashing function for allocating p; to a PINT task.

success probability. Then, based on the analysis, we formulate
the task scheduling problem and present our solution.

A. PINT Task Success Probability

We consider a per-flow measurement task as in [12], where
an INT flow containing n packets travels a network path
composed of m switches. As listed in Table I, the flow is
denoted as (p1,--- ,p,), with p; representing the i*" packet
in the flow, and the path is denoted as (s1,- -, Sy,), With s;
representing the 5" switch that is enroute along the path. Each
switch has a number of states, such as switch ID, packet and
byte counters, packet interarrival time, port utilization, queue
occupancy, etc. In particular, many network states, such as
counter, time interval, utilization and occupancy ratios, are
time-varying and require being repeatedly collected. In INT
[4] [33] [34], when a switch receives a packet, it can record
the current values of its states in the INT field of the packet’s
header, and the packet carries the data to the destination. We
use vi(p;, s;) to denote the value of the k' state on a switch
s; that can be recorded in packet p;’s header.

An INT task is accomplished by using one packet to carry
the state values from all the switches that are enroute, i.e.,
ve(piy $1)s -, Uk (Di, Sm ). However, INT consumes nontrivial
bandwidth by carrying up to m state values in each packet’s
header, which considerably reduces the flow’s goodput and
increases its completion time. In PINT [12], a packet carries
the state value from only one switch to reduce the bandwidth
consumption, and since there are m switches along the path,
which switch’s state value will be carried is determined in a
probabilistic way.

More specifically, in PINT, when a switch s; receives a
packet p;, it computes a hash value h(p;, j) in [0, 1) based on
the packet data and the switch’s position index. If h(p;, j) < %,
s; overwrites the INT field in p;’s header with its state value
vk(ps, 55), regardless of whether the field has been written by
an upstream switch. Simple analysis shows that when a packet
reaches its destination, it has an equal chance to carry each
switch’s state value, i.e., the probability of carrying vy (p;, s;)
in p;’s header is L, for Vs; € {s1, -+, sy }. Clearly, after
receiving a sufficient number of packets, all the state values
of the switches that are enroute can be collectively gathered.

The procedure of accomplishing a PINT task (i.e., collecting
a state’s values from all the switches enroute) is a coupon
collecting game [35]. Suppose n’ is the number of packets
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Fig. 1. Number of packets required for accomplishing a PINT task on a path
of different lengths (m) above various success probabilities.

required for accomplishing a PINT task on an m-hop path;
then, its expectation can be computed as follows:

hm = E[n'] =mlnm+ym +1/2+ O(1/m) (1)

where v ~ 0.5772. Note that h,, depends only on the path
length m.

According to Markov’s inequality [36], for any x > h,,,
we have Pr[n’ > z] < % In other words, if x packets are
allocated to a PINT task, then the probability that the task can
be successfully accomplished is lower bounded as follows:

him
Sm(z) =1 - 2)

Following (2), we present the numbers of packets required
for accomplishing a PINT task on network paths of different
lengths with various success probabilities in Fig. 1. The figure
shows that to achieve a certain success probability, accom-
plishing a task on a longer path requires more packets, as
state values on more switches need to be collected. Moreover,
if we want to ensure a higher success probability, more packets
should be allocated. For example, for a PINT task on a 5-hop
path to be accomplished with a chance above 80%, we need to
allocate at least 58 packets; if we want to ensure a 99% success
probability, as many as 1, 144 packets are needed. Obviously,
for PINT, making good use of the limited packets in an INT
flow becomes a critical issue.

B. Multiple Tasks and Problem Formulation

Our previous analysis considered only one single PINT
task. However, as we discuss in Sec. I, a production network
generally traces multiple network states to troubleshoot various
faults. In this section, we consider that a switch is capable of
tracing a total number of K different states, and collecting
each state corresponds to a different PINT task. We recognize
that different measurement tasks have various requirements in
collecting measurement data [37] [38]. For example, a static
network state, such as a switch ID, needs to be collected
only once, while for some time-varying states, such as packet
counters and interarrival times, the value should be collected
more frequently.

With the above observation, in task scheduling, we associate
each PINT task, such as tasky, with a nonnegative utility
uy, which reflects its requirement in tracing the corresponding

network state. Generally, a task with a higher utility means that
the measurement data should be collected more frequently.

To enable a switch to conduct multiple tasks in parallel,
we introduce in every switch a uniform hash function g(.) in
[0,1) and a set of parameters {gj}¥ with >, gx = 1. Upon
receiving a packet p;, the switch computes a hash value g(p;),
and if g(p; ) falls in the interval of [g1+ - “+qr—1,¢1+" - +qx),
p; is allocated to tasky. In other words, packets are allocated
to tasky with a probability of g, and for a flow of n packets,
statistically ny = n X g packets are allocated to tasky.

For scheduling multiple PINT tasks on a network flow, we
seek to allocate an appropriate number of packets to each task
to ensure that the tasks can be accomplished according to their
utilities with high success probabilities. Formally, we present
the objective of maximizing the weighted overall utility of the
PINT tasks, which is defined as follows:

K

K -
Um:ZSm(nk) Xuk_2(1nk> xup  (3)
=1

k=1

where S,,(ny) is the success probability of tasky with ny
packets allocated, as formulated in (1), and uy, is tasky’s utility
given by the network administrator.

For a network flow of n packets traversing an m-hop path,
we formulate the PINT task scheduling problem as follows:

max U,
st Y mp=n “)
ng € NO

where the nonnegative integer nj is the number of packets
allocated to task;.

C. Task Scheduling Algorithm

To solve the integer optimization problem in (4), we first
relax the conditions by allowing the variables {n;} to be
real numbers. Moreover, we use {g;} to replace {n;} in the
problem, which is now formulated as follows:

K h
max U, =>,_; (1 — nx"ék) X U

s.t. Zszl =1 &)
qr >0

The Lagrangian function for the above problem is as follows:

K h K
A:;(l—nqu) xuk+>\(1—2qk> (6)

k=1

Since the problem is convex [39], by applying the Karush—
Kuhn-Tucker (KKT) conditions, we obtain the following:

oA OA

8qk 7 oA
By solving (7), we can obtain the global optimal solution as
follows:

Vi

qr = ZKiu ¥
i=1 i

=0 @)

for Vk € {1,--- ,K}.
The solution in (8) does not require the knowledge of path
length m and flow size n; it depends only on the tasks’ utilities
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Fig. 2. A demonstrating example of task scheduling. Each packet is repre-
sented as a small rectangle, and its color represents which task the packet is
allocated to and the number in the rectangle indicates from which switch the
network state value is collected from.

{uy } . Note that this is a desired property, as switches can
allocate packets to PINT tasks using a fixed set of parameters,
{qx }1, as long as the measurement tasks’ utilities are the same
on each switch.

In our previous discussion, we assume that each packet is
allocated to a task individually; however, in practice, such
per-packet scheduling has two drawbacks. First, per-packet
scheduling cannot preserve the time proximity of the collected
sample data, which is required when collecting some time-
varying network states (e.g., interarrival interval, port utiliza-
tion). For example, suppose that there are 10 tasks of the same
utility. On average, a switch’s network state can be collected
only once in every 10 packets, and it takes as long as 10 X h,,
packet time to sample from all the switches that are enroute.
The second drawback is that per-packet scheduling cannot
ensure successful accomplishments of the PINT tasks when an
INT flow has only a limited number of packets. Additionally,
in the above example, if the flow has only 50 packets, equally
allocating 5 packets to each task is meaningless, as all the 10
tasks will fail with so few packets allocated.

Motivated by the above observation, we propose grouping
packets in batches and allocating an entire batch of packets to
one single PINT task each time. Fig. 2 presents an example,
where an INT flow containing 12 packets travels along a path
composed of 3 switches. Suppose that there are 4 PINT tasks
with the same utility, and under the per-packet scheduling,
each packet randomly collects a network state from a random
switch with an equal chance. As a result, each task has an
average of 3 packets allocated, and each switch is selected by
4 packets on average, but overall, none of the tasks can collect
state values from all the switches that are enroute, and thus,
fail. However, if we group 6 consecutive packets into a batch,
and allocate a batch of packets to one single task at a time,
as shown in the figure, 2 of the 4 tasks can be successfully
accomplished. In this example, we can see that with batch
allocating, more packets can be concentrated on one single
task to ensure its success and preserve the time proximity of
the collected sample data.

To enable the per-batch task scheduling, when the first
switch of a path receives a packet p; that is not allocated
to any task, it allocates this packet, as well as the B — 1
subsequent packets, to a task according to g(p;) and {g; } .
More specifically, the switch maintains a counter initialized
as B and records the ID of the assigned task in the packet

header. All the downstream switches along the path read
the task ID from the packet and directly allocate the packet
to the corresponding task. The first switch decrements the
batch counter on receiving each packet, and when the counter
becomes zero, it assigns a new task to the next batch of
B packets, and resets the counter. Algorithm 1 presents the
complete algorithm.

Algorithm 1: Task scheduling algorithm

Algorithm Algorithm runs on switch s;
Input : packet p;

Find flow that p; belongs to;

if s; is the flow’s first switch then

if flow.batch_counter == 0 then
Compute g(p;);
Find task; that p; is allocated to;
Set flow.batch_counter = B;

Decrement flow.batch_counter by 1;
| Write task ID k to p;’s header;

else

L Read task ID k from p;’s header;
Compute h(p;, j);
if h(pi, j) < 5 then

L Write vy (p;, s;) to p;’s header;

We set the batch size B as follows:
B=1{cx hp] 9)

where h,, is the expected number of packets for accomplishing
a task, as in (1), and we refer to ¢ (¢ > 0) as the batch size
scaling factor for controlling the batch size. For example, in
Fig. 2, if ¢ = 1, the batch size B should be [¢ x h3] = 6
packets.

D. Pipeline Design and Realization

We design a packet processing pipeline to realize Algo-
rithm 1 and implement the pipeline with the P4 language
[18], which is currently the de facto standard for data plane
programmability. Note that all the resources and operations
required by Algorithm 1, such as the self-defined INT field,
hash functions, and counters, are natively supported by P4.
Fig. 3 illustrates the ingress pipeline of a flow’s first switch,
which is composed of five stages: Stage 1 checks the source
and destination addresses of a received packet p; and decides
which INT flow the packet belongs to, as well as the position
index of the switch on the flow’s forwarding path. If the switch
is the first hop, Stage 2 maintains a counter for the flow and
decides whether the incoming packet belongs to the current
batch or to a new batch. If the packet is the first packet of
a new batch, Stage 3 computes g(p;), decides which task the
new batch of packets should be allocated to, and writes the task
ID into the packet header. In Stage 4, the hash value h(p;, j)
is computed, and in Stage 5, h(p;,j) is compared against 1
to decide whether the switch’s state value vy (p;, s;) should be
written to p;’s INT field. Other switches on the path do not
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Fig. 3. Pipeline layout illustration: For the first-hop switch, the first packet
of a new batch is processed by Stages 1-5, while the subsequent packets are
processed by Stages 1-2 and 4-5. The non-first hop switches process packets
with Stages 1 and 4-5.

maintain the batch counter, and their pipelines only contain
Stage 1, Stage 4, and Stage 5, where Stage 1 confirms that
the switch is not the first hop, and Stage 4 and Stage 5 execute
the corresponding PINT task according to the task ID in the
packet header embedded by the first-hop switch.

The pipeline is populated with rule entries from the network
controller. Specifically, since the controller oversees the global
topology, when planning a path from an origin to a destination,
it knows each switch’s position on the path. The controller
uses this knowledge to compute all the parameters related
to PINT tasks and task scheduling, constructs rule entries
for differently positioned switches, and installs them in the
switches’ pipelines.

In Sec. III-A and III-B, we define the two hash functions of
h(.) and g(.) in [0,1) and compare the hash values h(p;, j)
and g(p;) against real number thresholds and ranges. However,
in practice, P4-provided functions only return integers. To
bridge this gap, in our implementation, we map real numbers
in [0,1) to integers. Specifically, we use the P4-provided
crc32 hash function in {0--- 65,535} as h(.), and use the
integer round(65,535 X %) as the threshold. Similarly, we
use the P4-provided random function in {0---999} as g(.),
and compare its returned value against the integer range of
[round(999 x Z;:ll qi), round(999 x Zle ¢i)] to decide
whether the current batch executes tasky.

We implement Algorithm 1 on the bmv2 software switch
[19] and the Barefoot Tofino hardware switch [20], and share
the P4 code with the community?.

E. Discussion

The proposed PINT task scheduling algorithm achieves the
objectives discussed in Sec. I: First, the algorithm is effective,
as it basically follows the optimal solution in (8) to allocate
packets to different PINT tasks. In Sec. IV, we further illustrate
its effectiveness with a comprehensive evaluation.

Second, the algorithm is practical, as it does not require
frequent rule insertions and updates on the data plane from the
control plane. From Algorithms 1 and (8), we can see that the
rules for task scheduling on a switch are updated only when the
tasks’ utilities, i.e., {uk}{( , are changed. Since tasks generally
do not change their requirements in collecting measurement
data, the task scheduling rules are updated infrequently.

Zhttps://github.com/DpintHPCC416/Batch-Pint

Third, as discussed in the above section, the algorithm
can be realized with a packet processing pipeline, which is
implemented on programmable switches with the P4 language.

Thus far, we consider the case in which a packet can collect
and carry only one state value from a switch that is enroute. If
each packet is capable of carrying multiple state values in its
header, we can view each packet as multiple “virtual” packets
and view an INT flow as multiple “virtual” INT flows on the
same path. By applying Algorithm 1 to allocate packets on
each “virtual” INT flow independently, the problem can be
solved.

For the issue of assigning utilities to various tasks, as we
have discussed in Sec. I, a task’s utility is closely related to the
nature of the network state that it aims to collect, and it also
depends on how critical the corresponding malfunction is to
the network health. For example, a network administrator may
assign a task that collects packet counters with a high utility if
the network has an extremely low tolerance to packet losses,
or they may assign a task that monitors queue occupancy with
a high utility if latency is one of the most important QoS
metrics. Clearly, assigning utilities to parallel PINT tasks is
empirical and case-by-case, and this topic is beyond the scope
of this work.

IV. EVALUATION

In this section, we evaluate our proposed PINT task schedul-
ing algorithm with experiments. We first compare the al-
gorithm with a number of alternative solutions in various
conditions (Sec. IV-A). Then, we construct a data center
network testbed with the FatTree topology [40] and apply
our algorithm to run four real-world measurement tasks for
troubleshooting four different network faults in parallel (Sec.
IV-B). Finally, we implement the algorithm on a hardware
switch and evaluate its impact on the switch’s forwarding
performance (Sec. IV-C). The evaluations show that our algo-
rithm outperforms alternative solutions and can be practically
applied in the real world.

A. Algorithm Evaluation

1) Experiment setup: We consider a simple scenario where
an INT flow of n packets traverses an m-hop path and compare
the following methods to schedule K parallel PINT tasks on
the flow.

o Batch: This is exactly our proposed algorithm, as elabo-
rated on in Sec. III and Algorithm 1.

o NoBatch: This method applies a per-packet allocation
according to the parameters in (8).

+ Random: In this method, packets are allocated to tasks
randomly with a probability of % for each task.

o Random batch (RandomB): In this method, a batch of
packets are randomly allocated to a task at a probability
of %, and the batch size is set the same as in Batch.

¢ Round robin (RR): In this method, packets are allocated
to tasks in a round-robin way. Formally, the i*" packet of
a flow is allocated to the k* task with k =i mod K.

Similar to the Batch algorithm, we implement NoBatch,
Random, RandomB, and RR with P4. Since we are the first
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Fig. 4. Comparison of five different PINT task scheduling methods under various flow sizes (number of packets) regarding (a) task accomplishment ratio,
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to address the problem of scheduling multiple PINT tasks
in parallel, we develop the following metrics to assess the
scheduling result.

o Task accomplishment ratio: This metric is defined as
the ratio between the number of actually accomplished
PINT tasks and the maximum number of tasks that can
be accomplished in theory, which is % For instance,
considering a flow of 20 packets on a 5-hop path, the
maximum number of tasks that can be accomplished
in theory is 25—0 = 4, as each task requires at least 5
packets. If the flow actually accomplishes one task, then
the task accomplishment ratio is 0.25. In other words, the
task accomplishment ratio reflects how well a scheduling
algorithm can make use of an INT flow’s packets without
wasting them, and we use it as the primary metric for
evaluating a task scheduling scheme.

o Sequence number gap (SN gap): Each time a task is
accomplished, the SN gap is defined as the difference
between the sequence numbers of the last and first packets
that are used to accomplish this task. Clearly, the smaller
the SN gap is, within a shorter interval the corresponding
task is accomplished. In other words, this metric measures
the time proximity of the collected sample data under a
task scheduling scheme.

e Utility fitness: For a flow with K tasks scheduled, a task
may be accomplished multiple times. We use ay, to denote
the frequency of accomplishing tasky, and the utility
fitness is defined as the Pearson’s correlation between two
normalized vectors ,< ay > and < q >, where ¢y, is the
parameter for allocating packets to taskj as in (8). This
metric reflects how well tasks are accomplished according
to their diverse requirements in collecting measurement
data.

In the following, we use the three metrics to evaluate and
compare the different PINT task scheduling methods and
discuss the impact of various factors on their performance.
Unless otherwise specified, we fix the flow size n = 200
packets, path length m = 5 hops, and tasks are assigned with
linear utilities as up, = k (k=1,--- , K) for K = 12. We set
the batch size scaling factor as ¢ = 1, and according to (9), a
batch contains B = [¢ X hs| = 12 packets.

2) Impact of the flow size (number of packets): We first
consider the impact of the flow size by varying n from

50 to 1,000 packets. Fig. 4 presents the five PINT task
scheduling methods’ performances under various flow sizes.
Each experiment was repeated 20 times. From Fig. 4(a) and
(b), we can see that when the flow size is small, RandomB
and Batch, which allocate packets in batches, have higher
task accomplishment ratios and smaller SN gaps than the per-
packet allocation schemes of NoBatch, Random, and RR.
This observation conforms to our analysis that batch allocation
can ensure task success and preserve the time proximity of the
collected sample data.

As the flow size increases, all the solutions achieve high task
accomplishment ratios, but the accomplished tasks have larger
SN gaps. This is because when the flow has more packets, a
task, which used to be unaccomplished with a smaller flow,
can be accomplished now by waiting for more packets to be
allocated to it.

Fig. 4(c) shows that Batch and NoBatch outperform Ran-
dom, RandomB, and RR regarding utility fitness. The reason
for this is that the methods of Random, RandomB, and
RR are agnostic to tasks’ utilities. Moreover, for Batch and
NoBatch, their utility fitness increases with the flow size. This
is because Batch and NoBatch allocate packets according to
(8); thus, their scheduling results approach the optimal ones
when there are more packets for allocation. Finally, NoBatch
outperforms Batch as it allocates packets in a finer granularity.

3) Impact of the path length: To assess the impact of the
path length, we vary m from 3 to 15 hops. It was found
that when the path becomes longer, we have lower task
accomplishment ratios and larger SN gaps for all five methods.
This is easy to understand, as a longer path means that more
packets are required for accomplishing a task. Given the fixed
flow size, fewer tasks can be accomplished on longer paths.

We also find that the Batch and RandomB methods, which
can concentrate a batch of packets on one single task, achieve
higher task accomplishment ratios and smaller SN gaps than
the per-packet allocating methods of NoBatch, Random, and
RR. In additional, Batch and NoBatch outperform Random,
RandomB, and RR regarding utility fitness. We omit the
detailed experimental results because they are intuitive and
easy to understand.

4) Impact of the number of tasks: In this section, we
examine the impact of the task number /K by assigning 8
to 20 parallel PINT tasks on an INT flow. Fig. 5 presents
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the experimental results. From Fig. 5(a) and (b), it can be
seen that for the NoBatch, Random, and RR methods, their
performances become worse when more tasks are scheduled.
This is because the limited packets have to be distributed
among more tasks, with each task less likely to be successfully
accomplished.

However, the methods of Batch and RandomB are not im-
pacted by the task number regarding the task accomplishment
ratio and the SN gap. This is because the two methods allocate
a batch of packets to one single task each time, and thus, can
successfully accomplish a task with a high probability.

Fig. 5(c) shows that compared with NoBatch, the Batch
method is more impacted by the task number regarding utility
fitness because when there are more tasks and packets are
allocated in batches, tasks with low utilities may have no
packets allocated at all, resulting in poor utility fitness.

5) Impact of the utility pattern: Previous experiments as-
sume that PINT tasks are assigned linear utilities, i.e., ux = k;
however, in practice, some PINT tasks require measurement
data to be collected much more frequently than other tasks, and
these tasks should have much higher utilities. In this section,
we consider an exponential utility pattern, where tasky’s
utility ux = of with a = 1.5. Note that when there are
K = 12 tasks, the highest utility uq5 is over 86 times larger
than the lowest utility u.

Since the utility pattern does not impact the task accom-
plishment ratio and the SN gap, we only present the utility
fitness of different task scheduling methods in Fig. 6. We can
see that when tasks’ utilities become more imbalanced under
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Fig. 7. Impact of the batch size on the performance of the Batch method

the exponential pattern, the methods of Batch and NoBatch
preserve their good performances, as they apply the optimal
solution in (8) to allocate packets to tasks, and thus, are
adaptive to the highly imbalanced task utilities.

6) Impact of batch size: As in (9), our proposed PINT task
scheduling method (i.e., Batch) has a scaling factor ¢ for
controlling the batch size. In this section, we examine how
the batch size impacts the performance by varying ¢ from 0.1
to 4, which indicates that the number of packets in a batch
varies from 2 to 46.

In Fig. 7, we present the three metrics achieved by the
Batch method under various batch size scaling factors. We
can see that a tradeoff exists; when the batch size increases,
a higher task accomplishment ratio and a smaller SN gap can
be achieved. This is easy to understand, as a larger batch
size means that more packets are allocated to the current task
without being wasted on other tasks. Note that when the batch
size is large enough, a task may be accomplished multiple
times within a batch, which explains the small SN gap in Fig.
7.

However, the metric of the utility fitness decreases with the
batch size scaling factor c. This is because as packets are
allocated in a coarser granularity with a larger batch size, the
actual packet allocation result deviates more from the optimal
solution in (8), leading to a lower utility fitness.

Summary: From the experiments, we conclude that compared
with the alternative approaches, our proposed PINT task
scheduling algorithm, i.e., Batch, accomplishes more PINT
tasks, better preserves the time proximity of the collected
sample data, and better fits the tasks’ diverse requirements



in collecting the measurement data. Moreover, these merits
persist under varied combinations of flow size, path length,
utility pattern, and task number. The algorithm is also flexible
by allowing a tradeoff between the quality and the quantity of
the tasks being accomplished.

B. Network Evaluation

1) Experimental setup: In this section, we emulate a data
center network with a FatTree topology [40] using Mininet
[41], and schedule four parallel PINT tasks to detect four
real world faults in the network. As shown in Fig. 8(a), the
testbed is composed of 16 hosts and 20 P4 software switches.
In the experiment, each host sends a flow at a constant rate of
1,000 pps to another host in the network, and we program the
switches with rules to forward packets of the flows according
to the routing policy in [40]. More specifically, for a pair of
hosts, the FatTree topology contains multiple equal-cost paths,
and the algorithm in [40] selects a path based on the parity of
the source address. As a result, 192 paths containing 5 hops,
32 paths containing 3 hops, and 16 paths containing 1 hop that
interconnect all the hosts on the FatTree network are planned,
and the paths are evenly distributed among the switches.

We introduce four different faults in the FatTree network.

o Inflated path: We introduce an inflated path, which is
a case of path deviation fault as described in Sec. II-A,
by modifying the forwarding rules at s4 and s7;. More
specifically, we instruct s4 to forward packets destined for
odd-indexed hosts to s7, which forwards these packets to
S5, and s5 handles them normally as in [40]. As a result,
the impacted flows have paths longer than 5.

o Forwarding loop: We introduce a loop by modifying the
forwarding rules at s13 and s15. When receiving a packet
from s, that is destined for hy or h7, si5 forwards the
packets to s13, which forwards them back to s15, and s15
handles them normally as in [40].

« Blackhole: We introduce two blackholes at s;; and si4.
s11 is configured to randomly drop packets on its port
connecting to sg, and sij4 randomly drops packets on
its port connecting to s;¢. Both switches drop packets
at a probability of 8%. Note that although the blackhole
definition applies to the switch rather than to the switch
port, here we configure the switch ports to randomly drop
packets for partially imitating a faulty switch’s behaviors
in the experiment.

o Congestion: We introduce three congested links s; — s3,
S7 — S19, and s19 — Sg by imposing a random latency
before sending packets on s1, s7, and s1g. The latency is
chosen randomly between 20 ms and 40 ms.

Each network fault can be detected with a different PINT

task, more specifically.

o To detect inflated paths, a PINT task is scheduled to
collect switch IDs of all the switches traversed by a flow.
If the number of unique switches on a path exceeds 5,
an inflated path is detected.

o To detect forwarding loops, a switch maintains a per-flow
packet counter at each of its egress ports, and a PINT task
is scheduled to collect the counters from all the switches

traversed by a flow. For a pair of two consecutive switches

(8iy8i+1), if % exceeds a threshold of 1.8, we
declare a forwarding loop starting at ;4.

o To detect blackhole switches, a switch maintains a per-
flow packet counter at each of its ingress ports, and a
PINT task is scheduled to collect the counters from all
the switches traversed by a flow. For a switch s;, if all its
downstream switches have counters no more than 0.93 x
counter;, we declare that s; is a blackhole.

o To detect congestion, a switch records the interarrival
time between the two consecutive packets it recently
received, and a PINT task is scheduled to collect the
interarrival times on all the switches traversed by a flow.
With the collected samples, the analyzing server derives
an interarrival time distribution on each hop and computes
a Chi-square distance between the distributions of any
two consecutive switches. The Chi-square distance is
defined as follows:

— (z; —y:)?
Z (@i + i)

i=1

(10)

where n is the number of bins, and x; and y; are the
number of samples in the i bin for the two distributions
respectively [42]. In our experiment, we put the collected
samples into n = 4 bins with each bin of 15ms, and
declare that a link (s;,s;+1) is congested when the
distance between the distributions of the two switches
s; and s;4+1 exceeds a threshold of 0.3.

Before presenting the experimental results, we first discuss
how the utilities of the four parallel PINT tasks should be
assigned in principle. First, for detecting inflated paths, since
a switch ID needs to be collected only once, the corresponding
task should have a low utility.

The utility of the task for detecting forwarding loops should
also be low, as a switch in a loop has a counter that is twice as
large as the one on an off-loop switch, and such a difference
is easy to detect.

However, the utility of the task for detecting blackholes
should be high; as a blackhole switch drops packets at a low
probability, its counter value is only slightly lower than that
of a normal switch. Since a packet counter increases over
time and counters on different switches are collected asyn-
chronously, the PINT task should collect a sufficient number
of samples on each hop to offset the impact that counters on
different switches are collected at different moments.

Finally, for detecting congestion, the utility of the task
should be high, as we need to accumulate a sufficient number
of samples to derive an interarrival time distribution on each
hop and compute the chi-square distance with the distributions.

2) Result: We evaluate two utility settings in our exper-
iment. We first ignore the differences in the PINT tasks by
assigning each task an equal utility of 0.25. After every
100 ms, we detect the network faults with the measurement
data collected thus far. For each fault, we present the detection
results in terms of the precision, recall, and Fl-score in Fig.
8(b). In the figure, we can see that the inflated path is accu-
rately detected at 100 ms, and the forwarding loop is detected
at 200 ms. However, for the two blackhole switches and the
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task scheduling and execution pipeline on Barefoot Tofino switch.

three congested links, we do not have accurate detection results
with Fl-scores above 0.9 until 400 ms.

We then take the different requirements of the PINT tasks
in collecting measurement data into consideration, and assign
the utilities of the tasks for detecting inflated paths, forwarding
loops, blackholes, and congestion as 0.1, 0.1, 0.4, and 0.4
respectively. We believe that this setting is more reasonable
by assigning higher utility values to the tasks for detecting
blackholes and congestion. Fig. 8(c) presents the results, from
where it can be seen that we have successfully detected all the
network faults with F1-scores above 0.9 at the 200 ms, which
is much earlier than under the equal utility setting.

The experimental results in this section suggest that first,
our proposed algorithm can be practically applied to schedule
parallel PINT tasks for detecting real world network faults;
second, when multiple PINT tasks are scheduled in parallel,
their utility values should be carefully selected to improve the
overall network diagnosis efficiency.

C. Hardware Evaluation

Our proposed pipeline demonstrated in Fig. 3 computes two
hash values and accesses memory at most once for each INT
flow packet. In this section, we realize the pipeline on the com-
modity Edgecore Wedge 100BF Tofino-based programmable
switch and evaluate the impact of the overhead on the switch’s
forwarding performance.

In particular, we append our five-stage pipeline to the
ingress pipeline of switch.p4, which is a baseline P4
implementation for the L2/1.3 switch [43]. We run the program

on the Tofino hardware switch and compare the switch’s for-
warding performance with the case when the switch runs the
baseline switch.p4. To assess the forwarding performance,
we send a traffic load varying from 4,000 pps to 30,000
pps and send an INT flow containing 127,834 packets back-
to-back to the switch. In our five-stage pipeline, INT flow
packets are allocated to K = 8 PINT tasks for carrying
different state values, such as the switch ID, port number,
packet counter, byte counter, timestamp, etc., while with the
original switch.p4, the INT flow is treated as an ordinary
flow.

We record the INT flow’s flow completion times (FCTs)
under various background traffic loads, with and without the
PINT task scheduling pipeline, and compare the results in Fig.
9. In the figure, we can see that after appending our proposed
pipeline, the FCTs increase no more than 10%. The result sug-
gests that the overhead introduced by our proposed pipeline for
PINT task scheduling and execution is insignificant, and our
proposed algorithm can be practically applied in production
networks.

V. CONCLUSION

In this paper, we assert that for the first time, with Proba-
bilistic In-Network Telemetry (PINT), packets in a flow will be
a scarce resource and require smart allocation among parallel
PINT tasks. Based on the analysis of the relation between the
number of packets allocated to a PINT task and the task’s
success probability, we formulate the PINT task scheduling
problem and solve it by allocating the optimal numbers of
packets to different measurement tasks. We propose a PINT
task scheduling algorithm that requires few interventions from
the control plane, realize it with a five-stage pipeline, and
implement it with P4. Comprehensive performance evaluation
shows that at a low scheduling overhead, our proposed algo-
rithm can accomplish more PINT tasks with higher quality
than other alternative solutions, and it can be applied to
schedule parallel PINT tasks for efficiently detecting real
world network faults.
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