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4.2 Adèlic Interpretation . . . . . . . . . . . . . . . . . . . . . . . 80
4.3 Eigenfunctions . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
4.4 Primitive Forms . . . . . . . . . . . . . . . . . . . . . . . . . . 84

5 Modular Equation for X0(N) 87
5.1 The Modular Equation . . . . . . . . . . . . . . . . . . . . . . 87
5.2 The Curve X0(N) over Q . . . . . . . . . . . . . . . . . . . . 87

6 Elliptic Curves 89
6.1 Review of Algebraic Varieties over a Field K . . . . . . . . . . 90

6.1.1 Algebraic Varieties . . . . . . . . . . . . . . . . . . . . 90
6.1.2 The Case of Curves . . . . . . . . . . . . . . . . . . . . 90
6.1.3 Differential Forms . . . . . . . . . . . . . . . . . . . . . 90
6.1.4 Local Ring on a Curve . . . . . . . . . . . . . . . . . . 90
6.1.5 The Riemann-Roch Theorem . . . . . . . . . . . . . . 90

6.2 Elliptic Curves . . . . . . . . . . . . . . . . . . . . . . . . . . 90
6.2.1 Weierstrass Equations and Singularities . . . . . . . . . 90
6.2.2 Isogenies . . . . . . . . . . . . . . . . . . . . . . . . . . 90

ii



CONTENTS

6.3 Elliptic Curves over Finite Fields . . . . . . . . . . . . . . . . 90
6.3.1 Number of Rational Points . . . . . . . . . . . . . . . . 90
6.3.2 Dual Isogeny . . . . . . . . . . . . . . . . . . . . . . . 90

6.4 The Weil Conjectures . . . . . . . . . . . . . . . . . . . . . . . 90
6.4.1 The Statement . . . . . . . . . . . . . . . . . . . . . . 90
6.4.2 Tate Module and Weil Paring . . . . . . . . . . . . . . 90
6.4.3 Construction of Weil Paring . . . . . . . . . . . . . . . 90

6.5 Elliptic Curves over Local Fields . . . . . . . . . . . . . . . . . 90
6.5.1 Minimal Equations . . . . . . . . . . . . . . . . . . . . 90
6.5.2 Reduction Types . . . . . . . . . . . . . . . . . . . . . 90

6.6 Elliptic Curves over Number Fields . . . . . . . . . . . . . . . 90

7 Eichler–Shimura’s Theorem and L-functions 91
7.1 Eichler–Shimura’s Theorem . . . . . . . . . . . . . . . . . . . 91
7.2 L-functions of Elliptic Curves and Modular Forms . . . . . . . 91

A Final Exam (3 Hours) 93

Index 97

iii



CONTENTS

iv



Chapter 0

Introduction

0.1 Modular Curves

Let H = {z ∈ C ; z = x + iy, y = Im(z) > 0} be the Poincaré upper half
plane, and let SL2(R) =

{(
a b
c d

)∈ M2(R) , ad − bc = 1
}
, then SL2(R) acts

transitively on the upper plane H by
(

a b
c d

)
z = az+b

cz+d
.

Definition 0.1. Let N ∈ N , SL2(Z) =
{ (

a b
c d

)
∈ M2(Z) , ad − bc = 1

}
.

Define the subgroups

Γ(N) =
{(

a b
c d

)
∈ SL2(Z) ;

(
a b
c d

)
≡

(
1 0
0 1

)
mod N

}
;

Γ1(N) =
{(

a b
c d

)
∈ SL2(Z) ;

(
a b
c d

)
≡

(
1 ∗
0 1

)
mod N

}
;

Γ0(N) =
{(

a b
c d

)
∈ SL2(Z) ; c ≡ 0 mod N

}
.

Then Γ(N) ⊂ Γ1(N) ⊂ Γ0(N) ⊂ SL2(Z) are some fundamental examples
of congruence subgroups of SL2(Z). By definition, a subgroup Γ of SL2(Z)
is said to be a congruence subgroup if there exist N ∈ N, such that
Γ(N) ⊂ Γ ⊂ SL2(Z).

A congruence subgroup Γ is a discrete subgroup of SL2(R).Such a sub-
group acts properly discontinuously on H: for any K1 , K2 compact sub-
sets of H, the set {γ ∈ Γ, γ ·K1 ∩K2 6= ∅} is a finite set.

We will show that Y (Γ) = Γ\H is endowed with the structure of Riemann
surface. It is possible to add a finite set of points {c1, . . . , cn} called cusps
of Γ such that X(Γ) = Y (Γ) ∪ {c1 , . . . , cn} has a structure of a compact
Riemann surface.
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CHAPTER 0. INTRODUCTION

The upper half plane H is endowed with a SL2(R)-invariant measure
dµ0 = dx·dy

y2 : for all α ∈ SL2(Z), α∗ · dµ0 = dµ0. For any congruence subgroup

Γ, we’ll show Voldµ0(Γ\H) =
∫

Γ\H dµ0 is finite.

We say that Γ is a lattice in H.

0.2 Elliptic Curves

Over C, there are three equivalent ways of defining elliptic curves.

1. A couple (E, O), consisting of a compact Riemann surface E of genus
1, and a point O of E(C). (The point O is the origin of E(C).)

2. Let Γ be a lattice of C , then E = C/Γ , is endowed with the structure
of a Riemann Surface of genus 1 with origin ΓO.

3. An algebraic curve with an equation of the form

y2 = x3 + Ax + B

in C2 s.t. ∆ = −(4A3 + 27B2) 6= 0.

There is an abelian group structure on E(C) (clear from the 2nd defini-
tion). “Modular curves”=“Hyperbolic analogue of elliptic curves”. The 3rd
definition extends to more general fields, such as Q, R, Qp ,Fp.

Fundamental links between Modular Forms and Elliptic curves:

Proposition 0.2.1. SL2(Z)\H is a “moduli space” for elliptic curves over
C. For any τ ∈ H, we define the lattice Γτ = Z⊕Zτ ⊂ C, and the associated
elliptic curve Eτ = C/Γτ .

(a) Any elliptic curve over C is isomorphic to Eτ for some τ ∈ H
(b) The two elliptic curves Eτ and Eτ ′ are isomorphic if and only if there

exists γ ∈ SL2(Z) s.t. τ ′ = γ · τ
More generally, if Γ is a congruence lattice (ex. Γ = Γ (N), Γ1(N) , Γ0 (N)),

then Y (Γ) = Γ\H is a moduli space for “elliptic curves endowed with some
extra structures”.

Example 0.1. We saw that E(C) has the structure of an abelian group. A
point P ∈ E(C) is said to be a torsion point of E(C) , if there is N s.t.
[N ] · P = O (⇐⇒ P ∈ 1

N
Γ/Γ if E = C/Γ.)

2



0.3. ZETA FUNCTION AND L-FUNCTION

We’ll show that Y1(N) = Γ1(N)\H is a moduli space for couples (E, P )
where E is elliptic curve over C and P ∈ E(C) is a torsion point of order N .

The purpose of the course is to give a more arithmetic link between mod-
ular curves and elliptic curves.

0.3 Zeta Function and L-function

The fundamental example is the Riemann Zeta function

ζ(s) =
∑
n≥1

1

ns
=

∏
p prime

1

1− p−s
.

The Dirichlet Series
∑∞

n=1
1
ns is convergent for Re(s) > 1. We have an

analytic continuation of ζ(s) to C (with a simple pole at s = 1). There is a
functional equation: let

Λ(s) := π−s/2Γ(s/2)ζ(s) ,

then
Λ(1− s) = Λ(s) .

If E is an elliptic curve over Q, we will define an associated L-function

L(E, s) =
∞∑

n=1

ann
−s =

∏
p

Lp(E , s) .

We will also define the L-function of a modular form f on Γ\H for a
congruence subgroup Γ of SL2(Z). A modular form f will be interpreted as
an holomorphic differential form on Γ\H .
The goal of the course is to give a precise meaning to the following
statement :

Conjecture 0.1 (Taniyama-Weil conjecture, Wiles’ theorem). For
any elliptic curve E over Q, there exist an integer N = NE(called the con-
ductor of E) and a modular form f for Γ0(N) such that L(E , s) = L(f , s).

0.4 The L-function of an Elliptic Curve over

Q
We start with an elliptic curve over Q defined by an equation

y2 = x3 + ax + b ; a, b ∈ Q, ∆ = −(4a3 + 27b2) 6= 0 .

3



CHAPTER 0. INTRODUCTION

For almost all prime numbers p, a , b ∈ Zp, and the curve in F2
p with

equation
y2 = x3 + āx + b̄ . (0.1)

where ā, b̄ ∈ Fp are mod p reduction of a and b, is an elliptic curve over Fp.
(∆̄ = −(4ā3 + 27b̄2) 6= 0)

Let #(E(Fp)) be the number of solutions of the equation (0.1) in Fp×Fp.
We will show the following proposition:

Proposition 0.4.1. If we write ap = p−#(E(Fp)), then | ap | < 2
√

p.

We then define

Lp(E, s) =
1

1− app−s + p1−2s

for all “good primes”. We will also give a definition of Lp(E, s) for the
remaining “bad primes”.

By definition,

L(E, s) :=
∏

p prime

Lp(E, s) .

0.5 The L-function L(f, s) of Modular Form f

Let Γ be a congruence subgroup of SL2(Z) (ex. Γ = Γ(N), Γ1 (N) , Γ0 (N)).
A modular form of weight 2k for Γ is a holomorphic function f on H
such that

1. ∀γ =
(

a b
c d

)∈ Γ, ∀z ∈ H , f(γ · z) = f(az+b
cz+d

) = (cz + d)2kf(z).

2. A holomorphic condition at the cusps {c1, . . . , cn} of Γ.

We remark that there exists r ∈ N , s.t. γ0 =
(

1 r
0 1

)∈ Γ. If f is a weight
2k modular form, then f(γ0 ·z) = f(z+r) = f(z), so f is r-periodic. Assume
r = 1 for simplicity, then the theory of Fourier series tells us that

f(z) =
∑

n∈Z
ane

2iπnz :=
∑

n∈Z
anq

n

where q = e2iπz.
The holomorphic condition in 2. implies in fact that

f(z) =
∑
n≥0

anq
n :=

∑
n≥0

an(f)qn

i.e, an = 0 , for n < 0. We then define

L(f , s) =
∑
n≥1

an(f)n−s.

4



0.6. CENTRAL RESULTS OF THE COURSE

0.6 Central Results of the Course

• The space M2k(Γ) of weight 2k-modular forms for Γ is finite dimen-
sional. The dimension ofM2k(Γ) will be computed using the Riemann-
Roch theorem on the compact Riemann surface X (Γ) = Γ\H∪{c1,......, cn}.

• There is a basis B = {f1, f2, . . . , fr} of (almost all) M2k(Γ) s.t. for
any i ∈ {1, ..., r},

L(fi, s) =
∏

p good primes

1

1− ap(fi)p−s + p2k−1p−2s

∏

p bad primes

Lp(fi, s) .

(There are only finitely many bad primes.) And it is not too difficult
to prove that L(fi, s) admits an analytic continuation relating L(fi, s)
and L(fi, 2k − s).

• The existence of such an Euler product is given by the existence of
Hecke operators acting on M2k(Γ). The fi ∈ B are eigenfunctions
of Hecke operators. The existence of the Hecke operators comes from
the fact that Γ is an arithmetic lattice (⇔ [CommGL2(R)(Γ) : Γ] = ∞,
where CommGL2(R)(Γ) := {α ∈ GL2(R) ; Γ and αΓα−1 are commensurable }.
Two subgroups Γ and Γ′ are said to be commensurable if and only
if Γ ∩ Γ′ is of finite index in Γ and Γ′).

Conjecture 0.2. For any elliptic curve E over Q, there is an N = NE,
and a weight 2 modular form f for Γ0(N) such that for all prime p,

Lp(E, s) = Lp(f, s).

By the definitions of Lp(E , s) and Lp(f , s), this means that ap(E) =
ap(f).

Moreover, we’ll see that there is a natural model X0(N)Q of X0(N)C
over Q, i.e, a curve C over Q such that

C ⊗Q C ∼= Γ0(N)\H ∪ { cusps of Γ0(N) }.
Then the Taniyama-Weil conjecture is equivalent to the following state-
ment.

Conjecture 0.3. There exists a non-constant morphism of algebraic
curves over Q

ϕ : X0(N)Q −→ EQ .

5



CHAPTER 0. INTRODUCTION

If α is a holomorphic differential form on E/Q, then ϕ∗α = c · f where
c ∈ √−1πQ and f is a modular form on X0(N) such that L(f , s) =
L(E , s).

Remark 0.1. (a) Using the relation ap(E) = ap(f), we get |ap(f)| < 2
√

p (a
deep result conjectured by Ramanujan and proved by Deligne) as |ap(E)| <
2
√

p is an easy result.
(b) It’s easy to prove that L(f , s) has an analytic continuation to C and

a functional equation relating L(f , s) and L(f , 2− s). Using the Taniyama-
Weil conjecture we get an analytic continuation and a functional equation
for L(E , s).

Note that (b) is very important in the formulation of the Birch and
Swinnerton-Dyer conjecture.

Conjecture 0.4. Let E/Q be an elliptic curve over Q. By the Mordell-Weil
theorem E(Q)/E(Q)tors = Zr for some integer r = rank(E/Q)(the rank of
E/Q). Then r = ords=1L(E , s).

6



Chapter 1

Modular Functions and
Modular Forms

1.1 The Modular Group

Let G = SL2(R) and H = { z ∈ C | Im(z) > 0 }. We have an action of SL2(R)
on H:

(
a b
c d

)
z = az+b

cz+d
.

Exercise 1.1. Verify that this is indeed an action.

Lemma 1.1.1. The action of SL2(R) is not free as − Id acts trivially but
G := G/{± Id } acts freely.

Proof. For g =
(

a b
c d

)∈ SL2(R),

g · z =
az + b

cz + d
= z , ∀z ∈ H⇐⇒ cz2 + (d− a)z + b = 0 ,∀z ∈ H

⇐⇒ b = c = 0 , d = a

This is also equivalent to g = ± Id since 1 = ad− bc = a2.

Lemma 1.1.2. SL2(R) acts transitively on H.

Proof. Any z ∈ H is in the orbit of i =
√−1 because we have

(
y1/2 xy−1/2

0 y−1/2

)
i = x + iy .

7



CHAPTER 1. MODULAR FUNCTIONS AND MODULAR FORMS

Lemma 1.1.3. The stabilizer of i =
√−1 is

StabSL2(R)(i) = SO(2) =
{(

a b
−b a

)
; a2 + b2 = 1.

}

Proof. For g =
(

a b
c d

)∈ SL2(R),

g · i =
ai + b

ci + d
= i ⇐⇒ −c− b + i(d− a) = 0 ,

⇐⇒ c = −b , d = a , 1 = ad− bc = a2 + b2.

Corollary 1.1.4. We have a homeomorphism:

SL2(R)/SO(2)
∼−→ H

gSO(2) 7→ g · i

whose inverse is given by z = x + iy 7→ (
y1/2 xy−1/2

0 y−1/2

)
.

Remark 1.1. One can show that SO(2) is a compact subgroup of SL2(R),
maximal among compact subgroups of SL2(R). Then Corollary 1.1.4 is the
description of H as a symmetric space.

Corollary 1.1.5. We have SL2(R) = B · SO(2) where

B = { (
a b
0 a−1

) | a ∈ R∗ , b ∈ R }.

Proof. Let g ∈ SL2(R). By Corollary 1.1.4, there exists b ∈ B such that
g · i = b · i which is equivalent to

b−1g ∈ SO(2) ⇐⇒ g = b · k, with b ∈ B , k ∈ SO(2).

Definition 1.1. The group Γ(1) = SL2(Z) is called the modular group.

Definition 1.2. A subgroup Γ ⊂ SL2(Q) is said to be arithmetic if Γ
and SL2(Z) are commensurable, i.e, if Γ ∩ SL2(Z) is of finite index in Γ and
SL2(Z).

Definition 1.3. A subgroup Γ of SL2(Z) is said to be a congruence group
if ∃N ∈ N such that Γ(N) ⊂ Γ.

8



1.1. THE MODULAR GROUP

Example 1.1. Γ(N) ⊂ Γ1(N) ⊂ Γ0(N).

Proposition 1.1.6. The action of SL2(Z) on H is properly discontinuous,
i.e, for any K1 , K2 compact subsets of H, { γ ∈ Γ ; γK1 ∩K2 6= ∅ } is a finite
set.

Lemma 1.1.7. Let g =
(

a b
c d

)∈ SL2(R) and z = x + iy ∈ H. Then

Im(gz) =
Im(z)

|cz + d|2 > 0.

Proof. Just check it by computation.

Proof of Prop.1.1.6. Let K1 , K2 be two compact subsets of H. Let ε > 0
such that ∀ω ∈ K1 ∪K2, Im(w) ≥ ε.

Let γ =
(

a b
c d

)∈ SL2(Z), z = x + iy ∈ K1 such that γ · z ∈ K2. Then

ε ≤ Im(γ · z) =
Im(z)

(cx + d)2 + c2y2
≤ maxω∈K1 Im(ω)

(cx + d)2 + c2ε2
=:

M

(cx + d)2 + c2ε2
.

(1.1)
Thus, c2 ≤ M

ε3 . There are therefore finitely many choices for c. As c is
bounded and x is bounded, (1.1) implies there are only finitely many choices
for d.

We need to show that given a pair (c , d) (with gcd(c , d) = 1), there exist
at most finitely many (a , b)’s such that

(
a b
c d

)
K1 ∩K2 6= ∅.

Lemma 1.1.8. Let γ =
(

a b
c d

)
, γ′ =

(
a′ b′
c d

)
. Then γ′γ−1 = ±(

1 n
0 1

)
for some

n ∈ Z.

Proof of Lemma.1.1.8. Check it!

Then for all z ∈ H,

Re(γ′z) = Re
((

1 n
0 1

)
γz

)
= Re(γz) + n.

Fix γ =
(

a b
c d

)∈ SL2(Z) such that γK1∩K2 6= ∅. Let γ′ =
(

a′ b′
c d

)∈ SL2(Z)
such that γ′K1 ∩K2 6= ∅. Fix ω ∈ K1 with γ′ω ∈ K2, we have

min
K2

Re(z) ≤ Re(γ′ω) = Re(γω) + n ≤ max
K2

Re(z)

which yields

min
K2

Re(z)−max
K1

Re(γz) ≤ n ≤ max
K2

Re(z)−min
K1

Re(γz).

One then obtains the result from the boundedness of n.

9



CHAPTER 1. MODULAR FUNCTIONS AND MODULAR FORMS

Corollary 1.1.9. SL2(Z)\H is separated for the quotient topology.

Exercise 1.2. Prove Corollary.1.1.9.

Definition 1.4 (Fundamental domain). Let Γ ⊂ SL2(R) be a subgroup
acting properly discontinuously on H. A fundamental domain F for Γ
is an open set such that:

(i) ∀z ∈ H, ∃γ ∈ Γ such that γz ∈ F ;
(ii) Let z1 , z2 ∈ F and γ ∈ Γ. If γz1 = z2, then z1 = z2 and γ = ± Id.

Example 1.2. F = { z = x + iy ;−1
2

< x < 1
2
, y > 0 , |z| > 1 } is a funda-

mental domain for Γ = SL2(Z).

Lemma 1.1.10. Let Γ be a discrete subgroup of SL2(R) and D a fundamental
domain for Γ. Let Γ′ ⊂ Γ be a subgroup of finite index. Write Γ =

⊔r
i=1 Γ′αi

as a disjoint union of cosets, for some αi ∈ Γ. Then D′ = ∪r
i=1αiD is a

fundamental domain for Γ′.

Proof. (a) Let z ∈ H. There exists γ ∈ Γ such that z = γ ·z′ with z′ ∈ D and
there exists i ∈ { 1 , 2 , . . . , r } such that γ = γ′αi with γ′ ∈ Γ′. Therefore,
z = γ′(αiz

′) ∈ γ′D′.
(b) If D′ ∩ γD′ 6= ∅, for some γ ∈ Γ′, there exists (i, , j) ∈ { 1 , 2 , . . . , r }2

such that γαiD ∩ αjD 6= ∅. This implies α−1
j γαiD ∩ D 6= ∅, and hence

αj = (±γ)αi. Then we must have i = j and γ = ± Id.

Exercise 1.3. Prove that it’s possible to choose the αi in such a way D′ is
connected.

Exercise 1.4. Let p be a prime number. Prove

SL2(Z) =

p−1⊔
j=0

Γ0(p)

(
1 0
j 1

) ⊔
Γ0(p)

(
0 −1
1 0

)
.

Proposition 1.1.11. Let T =
(

1 1
0 1

)
, S =

(
0 −1
1 0

)
. Then SL2(Z) is generated

by T , S.

Proof. Let Γ′ be the subgroup of SL2(Z) generated by T and S. Then S2 =
− Id ∈ Γ′. Let F be a fundamental domain for SL2(Z).

(a) ∀γ ∈ SL2(Z), γ ·F is also a fundamental domain.
(b) The fundamental domains γF such that dimR(F ∩ γF ) = 1 are

TF , T−1F and SF .

10
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(c) Let γ ∈ SL2(Z) and let Fγ = γF . Then there exist γ1 = Id , γ2 , . . . , γn =
γ such that dimR(γkF ∩ γk+1F ) = 1, for all k = 1 , . . . , n− 1. Since

dimR(γ
−1
k γk+1F ∩F ) = 1 ⇐⇒ γ−1

k γk+1 = ±S ,±T , or ± T−1 ,

γ is a product of S , T , T−1 and − Id = S2 ∈ Γ′. Hence γ ∈ Γ′.

Definition 1.5. An element α ∈ SL2(R) is said to be
(a) parabolic, if Tr(α) = ±2 (ex. α =

(
1 n
0 1

)
);

(b) elliptic, if |Tr(α)| < 2;
(c) hyperbolic, if |Tr(α)| > 2.

The characteristic polynomial of α is χα(X) = X2 − Tr(α)X + 1 and
∆ = Tr(α)2 − 4.

We remark that SL2(R) acts also on P1(R) = R ∪ {∞} via the same
formula: (

a b
c d

)
α =

{
aα+b
cα+d

, if cα + d 6= 0

∞ , if cα + d = 0
, ∀α ∈ R

and (
a b
c d

)
∞ =

{
a
c
, if c 6= 0

∞ , if c = 0

Therefore, SL2(R) acts on H ∪ P1(R).

Lemma 1.1.12. Let α ∈ SL2(R) acting on H ∪ P1(R).
(a) if α is parabolic, then α has a unique fixed point z and z ∈ P1(R);
(b) if α is elliptic, then α has a unique fixed point z and z ∈ H;
(c) if α is hyperbolic, then α has two fixed points z1 , z2 and z1 , z2 are in

P1(R).

Proof. Exercise, using χα(X).

Definition 1.6. Let Γ be a discrete subgroup of SL2(R). A point z ∈ H is
said to be elliptic if ∃γ ∈ Γ, γ 6= ± Id such that γ ·z = z. A point P ∈ P1(R)
is said to be a cusp for Γ if there exists γ ∈ Γ, γ 6= ± Id and γ parabolic
such that γ · P = P .

Lemma 1.1.13. If z ∈ H is elliptic for Γ(or is a cusp ), then ∀γ ∈ Γ, γz is
elliptic (or a cusp).

Proof. If α ∈ Γ, then Tr(α) = Tr(γαγ−1). Therefore α is elliptic or parabolic
if and only if γαγ−1 is elliptic or parabolic. Then the result follows from the
fact that αz = z ⇐⇒ γαγ−1(γz) = γz.

11
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Lemma 1.1.14. Let z ∈ H be an elliptic point, then its fixactor FixΓ(z) =
{ γ ∈ Γ | γz = z } is a finite cyclic subgroup of Γ.

Proof. Fix α ∈ SL2(R) such that αi = z and let ϕα : SL2(R) −→ SL2(R) be
the map γ 7→ α−1γα. Then

FixΓ(z) ∼= α−1Γα ∩ FixSL2(R)(i) = α−1Γα ∩ SO2(R).

Then FixΓ(z) is a discrete subgroup of the compact group SO2(R) and hence
is finite.

Exercise 1.5. Using U1 := { z ∈ C | |z| = 1 } ∼= SO2(R) ∼= R/Z given by

e2πiθ ←→
(

cos 2πθ sin 2πθ
− sin 2πθ cos 2πθ

)
←→ θ̄ ,

prove that any finite subgroup of SO2(R) is cyclic.

Lemma 1.1.15. Let θ ∈ P1(R) = R∪{∞} be a cusp of Γ. Then {± Id }\FixΓ(θ) ∼=
Z.

Proof. Let α ∈ SL2(R) such that α∞ = θ.

FixΓ(θ) ∼= α−1Γα ∩ FixSL2(R)(∞) ,

and

FixSL2(R)(∞) =
{(

x y
0 x−1

)
|x ∈ R∗ , y ∈ R

}
:= B.

Let U := { (
1 x
0 1

) |x ∈ R } ⊂ B. Then U ∼= (R , +) and U ∩α−1Γα is discrete
and nontrivial in (R , +).

Exercise 1.6. The discrete subgroups of (R , +) are of the form Za with
a ∈ R.

Let
( y x

0 y−1

)∈ B ∩ α−1Γα with |y| < 1, then

(
y x
0 y−1

)(
1 a
0 1

)(
y−1 −x
0 y

)
=

(
1 ay2

0 1

)
∈ U ∩ α−1Γα.

But |y2| < 1 leads to a contradiction. Therefore, we get B ∩ α−1Γα =
U ∩ α−1Γα.

12
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Proposition 1.1.16. Let F be the usual fundamental domain of SL2(Z).

Then the elliptic points for SL2(Z) in F are i =
√−1, ρ = 1+i

√
3

2
and

ρ2 = −1+i
√

3
2

. Moreover,

(a) StabΓ(i) = ±〈S〉 is of order 2 in SL2(Z)/{± Id };
(b) StabΓ(ρ) = ±〈TS〉 is of order 3 in SL2(Z)/{± Id };
(c) StabΓ(ρ2) = ±〈ST 〉 is of order 3 in SL2(Z)/{± Id }.

Remark 1.2. Note that ρ = Tρ2. Therefore, the elliptic points for SL2(Z)
are SL2(Z)i ∪ SL2(Z)ρ.

Proposition 1.1.17. The set of cusps of SL2(Z) is SL2(Z)∞ and it is equal
to Q ∪ {∞} = P1(Q).

Proof. ∞ is fixed by T =
(

1 1
0 1

)∈ SL2(Z) and T is parabolic. Therefore ∞ is
a cusp of SL2(Z).

Let m
n
∈ Q with gcd(m, n) = 1. There exist r , s ∈ Z such that rm−ns =

1. This gives γ =
(

m s
n r

)∈ SL2(Z) and
(

m s
n r

)∞ = m
n
∈ Q. Therefore,

P1(Q) ⊂ SL2(Z)∞. As SL2(Z)∞ ⊂ P1(Q), we find that P1(Q) = SL2(Z)∞.

Let t ∈ R such that t is fixed by α =
(

a b
c d

)∈ SL2(Z) with Tr(α) = 2.
Then we have

ct2 + (d− a)t− b = 0.

Since ∆ = (d− a)2 − 4bc = (d + a)2 − 4(ad− bc) = Tr(α)− 4 = 0, we have
t = −d−a

2c
∈ Q. This finishes the proof.

1.2 Complex Structure on Γ\H∗
Definition 1.7. Let X be a topological space, then a “complex structure”
(of dimension 1) is a covering X =

⋃
α∈I Uα by open subsets and some ho-

momorphism tα : Uα → Wα where Wα is a connected open subsets of C
such that if Uα ∩ Uβ 6= ∅, then tβ ◦ t−1

α : tα(Uα ∩ Uβ) → tβ(Uα ∩ Uβ) is a
biholomorphic isomorphism. Then (Uα, tα) is called a “local chart”.

Definition 1.8. Two complex structures are said to be equivalent if their
union is also a “complex structure”. An equivalence class of “complex struc-
tures” is a complex structure .

Definition 1.9. A Riemann surface X is a topology space X endowed
with a complex structure of dimension 1.

13
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Example 1.3. P(C) = C2 − {(0, 0)}/ ∼ is a Riemann surface with the
complex structure:

U1 = {[x, y], y 6= 0} p1−→ C ; p1 : [x, y] 7→ x

y

U2 = {[x, y], x 6= 0} p2−→ C ; p2 : [x, y] 7→ y

x

It is easy to see that p1, p2 are biholomorphisms as p−1
1 (z) = [z, 1], p−1

2 (z) =
[1, z], and

p2 ◦ p−1
1 : p1(U1 ∩ U2) = C∗ −→ p2(U1 ∩ U2) = C∗ ; z 7→ 1

z

is biholomorphic.

Example 1.4. Let D = {z ∈ C ; |z| < 1}, ζn = e
2πi
n and let ∆n be the

subgroup of the holomorphic automorphisms of D generated by z = ζn · z
(Therefore, ∆n

∼= Z/nZ.) The function ϕn : D → D ; z 7→ zn is invariant
by ∆n, so we get a map ϕn from the diagram:

∆n\D ϕn // D

D

bbFFFFFFFF ϕn

??ÄÄÄÄÄÄÄÄ

Then ϕn is an homoeomorphism from ∆n\D to D, defining a complex struc-
ture of dimension 1 on ∆n\D.

Example 1.5. Xc = {z ∈ C ; Im(z) > c}. Let h ∈ N and ∆ = 〈δh〉 ⊂
Autholo(Xc) generated by z 7→ z+h. (∆ ∼= Z via the map (δn : z 7→ z+nh) 7→
n.) Let Xc = Xc∪{∞} endowed with the topology such that a fundamental
system of neighborhoods of ∞ is Xn = {z ∈ C , Im(z) > n} ∪ {∞} for
n >> 0. Then the action of ∆ on Xc can be extended continuously to Xc by
writing δn∞ = ∞ ,∀n ∈ N. The function

q(z) =

{
e

2πiz
h , if z 6= ∞

0, if z = ∞

is a homeomorphism from ∆\Xc onto B(0 , e−
2πc
h ) := {z ∈ C ; |z| < e−

2πc
h }

Therefore, q defines a “complex structure” of dimension 1 on ∆\Xc.

14
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1.2.1 The Case of Γ = SL2(Z)

Let π : H → SL2(Z)\H, Q 7→ P = π(Q). As the action of SL2(Z) on
H is properly discontinuous, there exists a neighborhood V of Q such that
∀γ ∈ Γ, γV ∩ V 6= ∅ ⇐⇒ γQ = Q. If Q is not an elliptic point, then
V → π(V ) is a homeomorphism and (π(V ), π−1) is a local chart at P . If Q is
an elliptic point, then P = Γ ·ρ or P = Γ · i. If P = SL2(Z) · i, we may assume
that Q = i. There exists a neighborhood V of Q such that if γ ∈ SL2(Z) and
γV ∩ V 6= ∅ then γ = ±S or ± Id. By replacing V by V ∩ S · V , we may
assume V is invariant by S. Thus we have a homeomorphism induced by
π : 〈S〉\V → π(V ). Let ϕ be the holomorphic map H→ B(0, 1) ; z 7→ z−i

z+i
.

Lemma 1.2.1. We have a commutative diagram

V

S

²²

ϕ // ϕ(V )

z 7→−z

²²
V

ϕ // ϕ(V )

Proof. By direct computation,
− 1

z
−i

− 1
z
+i

= −1−zi
−1+zi

= − z−i
z+i

.

Exercise 1.7. Prove Lemma.1.2.1 by using the Schwarz Lemma.

The function ( z−i
z+i

)2 is an holomorphic function in the neighborhood of i
invariant by S, therefore defines a function ψV near P = π(i) which gives a
local chart.

Local Chart at Γi

〈S〉\V ∼ //

²²

{± Id}\ϕ(V )

z 7→z2

²²
π(V )

ψV

// B(0, 1)

Local Chart at Γρ2

〈ST 〉\U ∼ //

²²

∆3\ψ(U)

z 7→z3

²²
π(U)

ψU

// B(0, 1)

In the same way, if Q = ρ2 , P = Γ · ρ2, let ψ be the map z 7→ z−ρ2

z−ρ̄ 2 and

∆3 be the subgroup of holomorphic automorphisms generated by z 7→ e
2πi
3 z.

Since ρ2 is fixed by ST , we can choose a neighborhood U of ρ2 invariant by
ST (just replacing U by U ∩ ST · U ∩ (ST )2 · U if necessary). The function

( z−ρ2

z−ρ̄ 2 )
3 is ST -invariant and therefore defines a local chart at P = π(ρ2).

Now we consider the complex structure at ∞.
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We write H∗ = H ∪ P1(Q) with the following topology: a basis of neigh-
borhoods of∞ is given by UN = {z ∈ H ; Im(z) > N}∪{∞}. More generally
if c = σ · ∞ ∈ P1(Q), then σ · UN is a fundamental system of neighborhoods
of c.

Note that

SL2(Z)\H∗ = SL2(Z)\H ∪ P1(Q) = SL2(Q)\H ∪ {∞}.

There exists a neighborhood U of ∞ in H∗, (ex. U100 = {z | Im(z) > 100} ∪
{∞}), such that ∀γ ∈ SL2(Z), γ·U∩U 6= ∅ ⇐⇒ γ = ±(

1 n
0 1

)
for some n ∈ Z.

Let π : H∗ → SL2(Z)\H∗ be the natural map, under which ∞ 7→ SL2(Z)∞.
We have the homeomorphisms

π(U) ' 〈( 1 1
0 1

)〉\U ∼−→ B(0, e−2π·100)

z 7→ q(z) = e2πiz

and (U , q) is a local chart at ∞.
The union of all local charts defines a complex structure on SL2(Z)\H∗.

1.2.2 Complex Structure on Γ\H∗ for Γ ⊂ SL2(Z)

Let Γ be a subgroup of finite index in SL2(Z). Then ∞ is a cusp for Γ. There
exists n ∈ N, such that T n =

(
1 n
0 1

)∈ Γ (as [SL2(Z) : Γ] < ∞). T n∞ = ∞
and T n is parabolic. We find that ∞ is a cusp for Γ.

On Γ\H the complex structure is defined as in the case of SL2(Z)\H. It
is possible that there exists no elliptic points for Γ (if Γ contains no elliptic
elements).

Exercise 1.8. If N ≥ 3, Γ(N) contains no elliptic elements.

We have Γ\P1(Q) = {c1, c2, . . . , cr}, r = [SL2(Z) : Γ]. Let h be the
smallest integer larger than 0 such that T h ∈ Γ. We have the map

π(UN) ' 〈( 1 h
0 1

)〉\UN
∼−→ B(0, e−2πN)

z 7→ qh(z) = e2πiz/h

and the function qh defines a local chart at ∞.
If c = σ · ∞ with some σ ∈ SL2(Z), then σ(UN) is a neighborhood of c.

Then it is easy to see that

σ−1FixΓ(c)σ = Fixσ−1Γσ(∞) = ±{( 1 nhc
0 1

)
; n ∈ Z}.
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Let qc(z) = e
2πiz
hc , then σ(UN) → C ; z 7→ qc(σ

−1 · z) defines a local
chart near c. The number hc is called the width of c, and we will write
{

Y (Γ) = Γ\H
X(Γ) = Γ\H∗ and





X(Γ(N)) = X(N)

X(Γ0(N)) = X0(N)

X(Γ1(N)) = X1(N) .

1.3 Review of the Theory of Compact Rie-

mann Surfaces

1.3.1 Holomorphic and Meromorphic Functions

Let X be a compact Riemann Surface and V = (Ui , zi)i∈I be a complex
structure on X. A function f : U ⊂ X −→ C is said to be holomorphic (or
meromorphic) if for any i ∈ I, f ◦ z−1

i : zi(U ∩ Ui) −→ C is holomorphic
(or meromorphic).

A map f : X −→ X ′ between two Riemann surfaces is said to be holo-
morphic (or meromorphic) if for all P ∈ X, there exists a local chart
(U , z) at P and a local chart (U ′ , z′) at f(P ) such that f(U) ⊂ U ′ and
z′ ◦ f ◦ z−1 : z(U) −→ z′(U ′) is holomorphic (or meromorphic).

Remark 1.3. A meromorphic map f : X −→ C can be extended to a
holomorphic map of compact Riemann surfaces: f : X −→ P1(C) sending
the poles to ∞.

Lemma 1.3.1. Any holomorphic map f : X −→ C is constant.

1.3.2 Differential Forms

A holomorphic (or meromorphic) differential form on an open set U
of C is an expression of the form f(z)dz with f holomorphic (or meromor-
phic).

Let f : U −→ C be a holomorphic map. Then df := df
dz

dz is called the
associated differential form to f .

Let ω : U −→ U ′ be a holomorphic map z′ = ω(z) and let α = f(z′)dz′

be a differential form on U ′. We denote by ω∗(α) the differential form on U
defined by ω∗(α) = f(ω(z))dω

dz
dz.

Let X be a compact Riemann Surface and (Ui , zi)i∈I a complex structure.
A holomorphic differential form on X is given by a family (αi)i∈I of
differential forms αi = fi(zi)dzi on zi(Ui) ,∀i ∈ I such that if ωij := zi ◦
z−1

j : zj(Ui ∩ Uj) → zi(Ui ∩ Uj) denote the holomorphic maps given by

17
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the definition of a complex structure. Then ω∗ij(αi) = αj (or equivalently,
fj(zj)dzj = fi(ωij(zj))ω

′
ij(zj)dzj).

1.3.3 Some Definitions and Notations

a. M(X) will denote the field of meromorphic functions on X.
b. The abelian group

Div(X) :=
{ ∑

P∈X

nP · [P ] |nP ∈ Z and nP = 0 for almost all P
}

is called the group of divisors of X.
c. A divisor D =

∑
P∈X nP · [P ] ∈ Div(X) is said to be effective (or non-

negative) if nP ≥ 0 for every P ∈ X. We write D ≥ 0 in this case. If
D , D′ ∈ Div(X), we write D ≥ D′ if D −D′ ≥ 0.
d. The degree map

deg : (Div(X) , +) −→ (Z , +)∑
P∈X

nP [P ] 7→
∑
P∈X

nP

is a morphism of abelian groups. We write

OrdP (f) =

{
m ; if f has a zero of order m at P

−m ; if f has a pole of order m at P
.

Let z : U −→ z(U) be a local chart at P , then f ◦ z−1 : z(U) −→ C is
meromorphic and OrdP (f) is defined as Ordz(P )(f ◦ z−1).
e. Let f ∈ M(X), then the divisor of f , div(f) is defined as div(f) =∑

P∈X OrdP (f)[P ] ∈ Div(X). As div(fg) = div(f) + div(g), we find that

Divprinc(X) := {div(f) | f ∈M(X)}

is a subgroup of Div(X), called the group of principal divisors.

Proposition 1.3.2. For any f ∈M(X), deg(div(f)) = 0.

Idea of proof. Let f : X −→ P1 be the corresponding holomorphic function.
(See Remark.1.3), then if f is not constant, f−1(α) = {α1 , . . . , αr } is finite,
and if we count with the right “multiplicities” ni, then f ∗α =

∑r
i=1 ni[αi] is

defined in such a way that d =
∑r

i=1 ni is independent of α. Such a d is called
the degree of f . Therefore, deg(div(f)) = deg(f ∗0)− deg(f ∗∞) = 0.
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f. Two divisors are said to be linearly equivalent if there exists an f ∈
M(X) such that D1 = D2 + div(f). If D ∈ Div(X), we denote by |D| the
set of divisors D′ ∈ Div(X) that are linearly equivalent to D.
g. Divisor of a differential form. Let ω be a differential form on X. Let
P ∈ X and (U , z) be a local chart at P . Then ω := f(z)dz on U .

Lemma 1.3.3. The order at P of f : Ordz(P )(f ◦z−1) is independent of local
charts.

Proof. Let (U1 , z1), (U2 , z2) be two local charts at P . Write ω1 = f1(z1)dz1

on U1 and ω = f2(z2)dz2 on U2. The map

w1 , 2 := z1 ◦ z−1
2 : z2(U1 ∩ U2) −→ z1(U1 ∩ U2)

is a biholomorphic isomorphism. Therefore, w′
1 , 2 does not vanish. As f(z2)dz2 =

f1(w1 , 2(z2))w
′
1 , 2(z1)dz1, Ordz2(P )f2(z2) = Ordz1(P)f1(z1).

We therefore define OrdP (ω) = OrdP (f). The divisor of a differential
form ω is div(ω) :=

∑
P∈X OrdP (ω) · [P ].

By the definitions of meromorphic functions and differential forms on X,
we see that for any holomorphic differential forms ω1, ω2 on X, there exists
f ∈M(X) such that ω2 = f ·ω1. As div(fω) = div(f) + div(ω), we see that
the linearly equivalence class |div(ω)| of ω is independent of the choice of ω.
We write K = div(ω), and we say the K is a canonical divisor .

1.3.4 The Riemann-Roch Theorem

Let X be a compact Riemann surface, D ∈ Div(X). We define L (D) =
{ f ∈M(X) | div(f) + D ≥ 0 } ∪ { 0 }. Then L (D) is a C-vector space and
we have the following

Theorem 1.3.4. The dimension of L (D) is finite for all D ∈ Div(X).

If g ∈M(X) and D′ = D + div(g). Then the map

L (D) −→ L (D′) ; f 7→ fg−1

is an isomorphism between L (D) and L (D′). Therefore, dim L (D) =
dim L (D′). We write `(|D|) = `(D) = dim L (D).

Theorem 1.3.5 (Riemann-Roch). There exists g = gX ∈ N such that for
any D ∈ Div(X),

`(D)− `(K −D) = degD + 1− g

where `(D) = dim L (D), K is the canonical divisor, i.e, K = div(ω) where
ω is a differential form on X.
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Remark 1.4. L (0) ∼= C ∼= { constant functions f : X −→ C } as any holo-
morphic map on a compact Riemann surface is constant. Therefore, `(0) = 1.

Corollary 1.3.6. (a) degK = 2g − 2;
(b) `(K) = g. This means, the space of holomorphic differential forms on

X is of dimension g. In fact,

L (K) = { f ∈M(X) | div(f) + div(ω) ≥ 0 }
= { f ∈M(X) | div(fω) ≥ 0 }
∼= { holomorphic differential forms on X }

.

Proof. For (b), use the Riemann-Roch formula for D = 0:

1− `(K) = `(0)− `(K) = 1− g + 0.

Therefore, `(K) = g.
(a) Use the Riemann-Roch formula for D = K:

g − 1 = `(K)− `(0) = 1− g + degK .

Therefore, degK = 2g − 2.

Remark 1.5. If degD < 0, then `(D) = 0.

Proof. Let f ∈ L (D)−{ 0 }, then div(f)+D ≥ 0. This implies deg(div(f)+
D) = degD ≥ 0.

Remark 1.6. If degD = 0 and |D| 6= |0|, then L (D) = { 0 }.
Proof. Let f ∈ L (D) − { 0 }, then div(f) + D ≥ 0 and deg(div(f) + D) =
degD = 0. At the same time, div(f) + D ≥ 0. This implies D + div(f) = 0
and hence D = −div(f) = div(1/f). Therefore, |D| = |0|.
Remark 1.7. If g ≥ 1 and D = P −Q, then |D| 6= |0|.
Proof. If D = P − Q = div(f), for some f ∈ M(X), then f : X −→ P1

C is
such that f−1(0) = P and f−1(∞) = Q. Therefore degf = 1, and f is an
isomorphism of compact Riemann surfaces. So the genus g(X) = g(P1

C) =
0.

Corollary 1.3.7. If degD > 2g − 2, then `(D) = 1− g + degD.

Proof. deg(K−D) < 0 =⇒ `(K−D) = 0. Then the Riemann-Roch formula
gives the result.
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Example 1.6 (Equation for elliptic curves). Let (E ,OE) be an elliptic curve.
E is a Riemann surface of genus g = 1 and OE ∈ E(C). Thus deg(K) =
2g − 2 = 0.

For any r ∈ N − { 0 }, `(rOE) − `(K − rOE) = 1 − g + deg(rOE). Note
that deg(K − rOE) < 0 and hence `(K − rOE) = 0. Therefore `(rOE) =
1− 1 + r = r. Thus we have the following:

L (OE) ∼= C ∼= { constant functions }.
There exists x ∈ L (2OE)−L (OE) (x is a meromorphic function with a

pole of order 2 at OE and no other poles) such that L (2OE) = C⊕ Cx.
There exists y ∈ L (3OE)−L (2OE) (y is meromorphic function with a

pole of order 3 at OE and no other poles) such that L (3OE) = C⊕Cx⊕Cy.
L (4OE) = C⊕ Cx⊕ Cy ⊕ Cx2.
L (5OE) = C⊕ Cx⊕ Cy ⊕ Cx2 ⊕ Cxy.
L (6OE) = C+Cx +Cy +Cx2 +Cxy +Cy2 +Cx3. The seven elements

1 , x , y , x2 , xy , y2 , x3 ∈ L (6OE) must be linearly dependent over C. There-
fore we have an equation (changing x to αx + β if necessary) of the form

y2 + a1xy + a3 = x3 + a4x
2 + a6x .

1.3.5 The Riemann-Hurwitz Formula

Let f : Y −→ X be a holomorphic function of compact Riemann surfaces.
Suppose that f is non-constant. Let d = deg(f). Then for almost all P ∈ X,
|f−1(P )| = d.

Let Q ∈ Y , P = f(Q) ∈ X. One may choose local charts (UQ , zQ) −→
D := B(0 , 1) such that Q 7→ 0 and (UP , zP ) −→ D = B(0 , 1) such that
P 7→ 0. Then

g = zP ◦ f ◦ z−1
Q : zQ(UQ) −→ zP (UP )

is holomorphic and g(0) = 0.
By definition, the ramification index eQ/P is the order at 0 of g. (This

is independent of the choice of the local charts.) That is,

g(z) = azeQ/P + (higher order terms), with a 6= 0.

If f−1(P ) = {Q1 , . . . , Qr }, then
∑r

i=1 eQi/P = d. A point P ∈ X such
that |f−1(P )| < d is called a ramification point of f . A point Q ∈ Y such
that eQ/P > 1 is also called a ramification point.

Theorem 1.3.8 (Riemann-Hurwitz Formula).

2gY − 2 = d(2gX − 2) +
∑
P∈X

∑
Q7→P

(eQ/P − 1).
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Proof. Let ω be a meromorphic differential form on X without poles or zeroes
at the ramification points.

Exercise 1.9. Prove the existence of such ω.

Let Q ∈ Y be a point such that f(Q) = P ∈ X. If P is a point at which
ω has no pole or zero and eQ/P = 1, then f ∗ω has no pole or zero at Q. If ω
has a pole or a zero of order r at P (therefore eQ = 1, by hypothesis), then
f ∗ω has a pole or zero of order r at Q. If eQ > 1, g = zP ◦f ◦z−1

Q has a zero of
order eQ/P at 0. If ω = θ(zP )dzP on zP (UP ), then g∗ω = θ(g(zQ))g′(zQ)dzQ

has a zero of order eQ/P − 1 at Q, as θ has no zero or pole at P .
Putting all these together, we reach the conclusion

2gY − 2 = deg(f ∗ω) = r · deg(ω) +
∑

P

∑
Q7→P

(eQ/P − 1).

Example 1.7. Let Γ ⊆ SL2(Z) be a subgroup of finite index and X(Γ) =
Γ\H∗ = Γ\H ∪ { c1 , . . . , cr }. Let ϕ : X(Γ) −→ X(1) = SL2(Z)\H∗ be the
natural map, then

degϕ =

{
[SL2(Z) : Γ] if − 1 ∈ Γ
1
2
[SL2(Z) : Γ] if− 1 /∈ Γ

.

That is,

degϕ = d :=
∣∣ SL2(Z)/± Γ

∣∣ =
∣∣PSL(Z)/Γ

∣∣

where PSL2(Z) = SL2(Z)/{± Id} and Γ is the image of Γ in PSL2(Z).

Theorem 1.3.9. Let ϕ : X(Γ) −→ X(1) be the natural map and d = degϕ.
Let ν2 be the number of Γ-orbits of elliptic points of order 2 for Γ, ν3 be the
number of Γ-orbits of elliptic points of order 3 for Γ, and ν∞ be the number
of Γ-orbits of cusps. Then

g = g(X(Γ)) = 1 +
d

12
− ν2

4
− ν3

3
− ν∞

2
.

(ex. g(SL2(Z)\H∗) = 0, as d = ν2 = ν3 = ν∞ = 1.)

Proof. We’ll give later a proof of the fact that g(SL2(Z)\H∗) = 0. This
will be a consequence of the existence of the j-map: SL2(Z)\H∗ −→ P1(C),
having only a simple pole at ∞ and deg(j) = 1.
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We have a factorization

H∗ π //

""EE
EE

EE
EE

E SL2(Z)\H∗

Γ\H∗
ϕ

88rrrrrrrrrr

Let Q ∈ Γ\H∗ be the image of a point R ∈ H∗ and P = ϕ(Q) = π(R).

Exercise 1.10. When the ramification indices are finite, we have eR/P =
eR/Q · eQ/P .

If P = π(i) (i =
√−1), then eR/P = 2 and

either Q is of type I :

{
eQ/P = 1

eR/Q = 2
or Q is of type II :

{
eQ/P = 2

eR/Q = 1
.

In the first case, Q is elliptic of order 2 and ϕ is unramified at Q. In the
second case, ϕ is ramified of order 2 at Q. So ν2 is the number of the points
of type I. Let k be the number of points of type II. Then ν2 + 2k = d, hence
k = d−ν2

2
and ∑

Q7→π(i)

(eQ/π(i) − 1) = k =
d− ν2

2
.

If P = π(ρ) then

either Q is of type I′ :

{
eQ/P = 3

eR/Q = 1
or Q is of type II′ :

{
eQ/P = 1

eR/Q = 3
.

Let l be the number of elements of the type II′. Then ν3 + 3l = d and
therefore l = d−ν3

3
,

∑

Q7→π(ρ)

(eQ/π(ρ) − 1) = 2l =
2d− 2ν3

3
.

If P = π(∞), there are ν∞ points of X(Γ) above P and

∑

Q7→π(∞)

(eQ/P − 1) =
∑

Q7→π(∞)

eQ −
∑

Q7→π(∞)

1 = d− ν∞ .

By the Riemann-Hurwitz Formula, we have, using −2 = 2g(SL2(Z)\H∗)− 2,

2g − 2 = d · (−2) +
d− ν2

2
+

2

3
(d− ν3) + d− ν∞
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from which it follows

g = gΓ = 1 +
d

12
− ν2

4
− ν3

3
− ν∞

2
.

Exercise 1.11. (1) Let λN : SL2(Z) −→ SL2(Z/NZ) be the natural map.
Prove that λN is a surjective map with kernel Γ(N) which is a normal sub-
group of SL2(Z).

(2) If N =
∏

p pep , then SL2(Z/NZ) =
∏

p SL2(Z/pepZ).

(3) | SL2(Z/NZ)| = N3
∏

p |N(1− 1
p2 ).

(4) Let πN : X(N) = X(Γ(N)) be the natural map, then

deg(πN) =

{
N3

2

∏
p |N(1− 1

p2 ) if N ≥ 3

6 , if N = 2
.

(5)

ν∞ =

{
N2

2

∏
p |N(1− 1

p2 ) if N = 3

2 , if N = 2
.

(6) If N > 2, Γ(N) has no elliptic points (i.e, ν2 = ν3 = 0).
(7) g(X(N)) = g = 1 + N2

24
(N − 6)

∏
p |N(1− 1

p2 ) for N > 2.

1.4 Modular Functions and Modular Forms

1.4.1 Definitions

Let H∗ = H ∪ P1(Q) and let Γ be a subgroup of finite index in SL2(Z).

Definition 1.10. A modular function for Γ is a meromorphic function
on the compact Riemann surface X(Γ) = Γ\H∗. A modular function is given
by a function f on H∗ such that

(a) ∀γ ∈ Γ, ∀z ∈ H∗, f(γ · z) = f(z);
(b) f(z) is meromorphic on H;
(c) f(z) is “meromorphic” at the cusps of Γ.

At the cusp c = Γ · ∞ = ∞,

FixΓ(∞) = ±
{(

1 nh
0 1

) ∣∣∣ n ∈ Z
}

.
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As f(
(

1 h
0 1

)
z) = f(h + z) = f(z), f defines a function f̄ on FixΓ(∞)\UN

which is a neighborhood of ∞, and we have a Fourier expansion in the local
parameter q = e2πiz/h. We write f ∗(q) =

∑
n∈Z anq

n for this expansion. Then
by definition, “f is meromorphic at∞” means f̄ is meromorphic at∞, which
is equivalent to f ∗(q) =

∑
n≥N0

anq
n for some N0 ∈ Z. And by definition, “f

is holomorphic at ∞” means f ∗(q) =
∑

n≥0 anq
n.

At a cusp c = σ · ∞, for some σ ∈ SL2(Z),

FixΓ(c) = Fixσ−1Γσ(∞) = ±
{(

1 nhc

0 1

) ∣∣∣ n ∈ Z
}

.

The function fσ = f(σz) is invariant by σ−1Γσ and therefore has a Fourier
expansion in the parameter q = e2πiz/hc . The condition “f is holomorphic or
meromorphic at c” is checked using this Fourier expansion.

Example 1.8. As Γ = SL2(Z) is generated by S =
(

0 1
−1 0

)
and T =

(
1 1
0 1

)
,

the condition (a) in definition.1.10 for Γ is equivalent to
(a′) f(−1

z
) = f(z) = f(z + 1), ∀z ∈ H∗.

Definition 1.11. A weight 2k modular form for Γ is a function f on H
such that

(a) if γ =
(

a b
c d

)∈ Γ, then f(γz) = (cz + d)2kf(z), ∀z ∈ H;
(b) f(z) is holomorphic in H;
(c) “f(z) is holomorphic at the cusps of X(Γ)”.

Explanation for (c): Once more taking γ =
(

1 h
0 1

)∈ Γ (as for modular
functions) we see that f(γ · z) = f(z + h) = f(z). Therefore f defines a
function f̄ on FixΓ(∞)\UN . We say that “f is holomorphic or meromorphic
at ∞” if f̄ is holomorphic or meromorphic at ∞. We just write the Fourier
expansion f ∗(q) =

∑
n∈Z anq

n to check (c).

Definition 1.12. A modular form is said to be cuspidal if its value at all
cusps is 0.

Definition 1.13. A meromorphic function onH∗ verifying (a) of definition.1.11
is said to be a meromorphic modular form .

With this terminology, “modular function” is equivalent to “weight 0
meromorphic form”.

Lemma 1.4.1. Let ω = f(z)dz be a meromorphic differential form on H.
γ =

(
a b
c d

)∈ Γ. Then γ∗ω = ω ⇐⇒ f(γ · z) = (cz + d)2f(z) and hence ω is
Γ-invariant ⇐⇒ f is a meromorphic weight 2 modular form.

In this situation, let πΓ : H∗ −→ Γ\H∗ be the natural map, then there
exists a meromorphic differential form α on Γ\H∗ such that ω = π∗Γα.
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Proof.

d(γ · z) = d(
az + b

cz + d
) =

a(cz + d)− c(az + b)

(cz + d)2
dz =

dz

(cz + d)2
.

Therefore, γ∗ω = f(γ · z)d(γ · z) = f(γz)
(cz+d)2

dz.

Exercise 1.12. Prove that f is holomorphic in H if and only if α is holo-
morphic on Γ\H. (Caution: Be careful with elliptic points of Γ.)

Lemma 1.4.2. f is holomorphic at a cusp c if and only if α has a pole of
order at most 1 at c, and f(c) = 0 if and only if α is holomorphic at c.

Proof. Assume c = ∞, ω = f(z)dz. For q = e2πiz/h, dq = 2πi
h

qdz.

f holomorphic at ∞⇐⇒ f ∗(q) =
∑
n≥0

anq
q

⇐⇒ α =
h

2πi
(
∑
n≥0

anq
n)

dq

q
.

We therefore get the following proposition.

Proposition 1.4.3.

M2(Γ) := {weight 2 modular forms for Γ }
∼= {meromorphic differential forms on X(Γ) which are holomorphic

in Γ\H with at most simple poles at cusps of Γ}.

S2(Γ) := {weight 2 cuspidal modular forms for Γ } ∼= {holomorphic differential

forms on X(Γ)}.
Theorem 1.4.4. (a) dimS2(Γ) = g where g = g(X(Γ)) is the genus of X(Γ);

(b) dimM2(Γ) = g − 1 + ν∞ where ν∞ is the number of cusps for Γ.

Proof. (a) dimS2(Γ) = `(K) = g by Riemann-Roch theorem.
(b)

dimM2(Γ) = `(K +
∑

c cusps

c) = 1− g + 2g − 2 + ν∞ = g − 1 + ν∞ .
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1.4.2 The Dimensions of M2k(Γ) and S2k(Γ)

More generally, we can interpret weight 2k modular forms in terms of k-
differential forms on X(Γ).

A k-differential form is written locally ω = f(z)dz⊗k with f meromorphic
with the rule

θ∗(ω) = f(θ(z))(dθ(z))⊗k = f(θ(z))θ′(z)kdz⊗k.

Lemma 1.4.5. The space of weight 2k meromorphic forms for Γ is isomor-
phic to the space of meromorphic k-differential forms on Γ\H∗.
Proof. Just use d(γ · z)⊗k dz⊗k

(cz+d)2k to do the computation.

Let f(z)dz⊗k = π∗Γα, we need to discuss the relation between the holo-
morphy of f and the holomorphy of α.

Remark 1.8.

M0(Γ) = {holomorphic functions on Γ\H∗} ∼= C.

S0(Γ) = {holomorphic functions on Γ\H∗ such that f = 0 at all cusps } = { 0 }.
Theorem 1.4.6. Let k ≥ 1.

(a)

dimM2k(Γ) = (2k − 1)(g − 1) +
∑

P elliptic on Γ\H
[k(1− 1

eP

)] + kν∞ .

(b)

dimS2k(Γ) =





g, if k = 1

(2k − 1)(g − 1) +
∑

P elliptic on Γ\H
[k(1− 1

eP
)] + ν∞(k − 1), if k > 1

with ν∞ the number of cusps of X(Γ), eP the ramification index at P (so
eP = #{ StabΓ(P )/{± Id } }) and [α] =the integer part of α.

The proof of this theorem is an application of the Riemann-Roch formula.

Lemma 1.4.7. Let ϕ : D0 = D −→ D1 = D be the map: z 7→ ze, with
D = { z ∈ C | |z| < 1 }. Let f be a meromorphic function on D1 and let
ω = f(z1)(dz1)

⊗k and ω∗ = ϕ∗ω. Then
(a) Ord0(ϕ

∗f) = eOrd0(f);
(b) Ord0(ϕ

∗ω) = eOrd0(ω) + k(e− 1).
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Proof. If f(z1) = azm
1 (1 + o(1)) with a 6= 0, then ϕ∗(f)(z) = f(ϕ(z)) =

f(ze) = azem
1 (1 + o(1)). This proves (a).

(b) ϕ∗ω = f(ze)(eze−1)kdz⊗k. Therefore Ord0(ϕ
∗ω) = eOrd0(ω) + k(e −

1).

Lemma 1.4.8. Let f be a modular form of weight 2k on H. Let ω = f(z)dz⊗k

the associated k-differential form on H∗. Suppose the map πΓ : H∗ −→ Γ\H∗
sends a point Q ∈ H∗ to P ∈ Γ\H∗. Write ω = π∗Γα with α a k-differential
form on X(Γ).

(a) If P is an elliptic point of order e, then

OrdQ(f) = OrdQ(ω) = eOrdP (α) + k(e− 1).

(b) If Q is a cusp then OrdQ(f) = OrdP (α) + k.

Proof. (a) follows from Lemma.1.4.7 and the description of the complex
structure on X(Γ) near an elliptic point.

(b) Consider the function

q = e2iπz/h : 〈( 1 h
0 1

)〉\{ z ∈ C | Im(z) > N } −→ D = B(0 , e−
2πN

h )

Since dz = h
2iπ

dq
q
, α = f ∗(q)( h

2iπq
)kdq⊗k and hence Ord∞(α) = Ord∞(f) −

k.

Proof of Thm.1.4.6. Let f ∈ M2k(Γ), ω = f(z)dz⊗k = π∗Γ(α). Then f is
holomorphic in H∗ if and only if

{
OrdQ(f) = eP OrdP (α) + k(eP − 1) ≥ 0 , if P is in Γ\H∗
Ordc(f) = Ordc(α) + k ≥ 0 , if c is a cusp of Γ

.

We fix a k-differential form α0, and we write α = hα0 for some k ∈ M(X).
Then α ∈M2k(Γ) if and only if

{
OrdP (h) + OrdP (α0) + k(1− 1

eP
) ≥ 0 , if P is in Γ\H∗

Ordc(h) + Ordc(α0) + k ≥ 0 , if c is a cusp of Γ
.

and hence if and only if h ∈ L (D) where

D = div(α0) +
∑

c cusps

k · [c] +
∑

P elliptic

[k(1− 1

eP

)] · [P ] .
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We have deg(D) = k(2g− 2) + ν∞k +
∑

P elliptic[k(1− 1
eP

)] and by Riemann-
Roch formula

`(D) = 1− g + deg(D)

= (g − 1)(2k − 1) + ν∞k +
∑

P elliptic

[k(1− 1

eP

)] .

Finally, for the case of S2k(Γ), α = hα0 ∈ S2k(Γ) ⇐⇒ h ∈ L (D) with

D = div(α0) +
∑

c cusps

(k − 1) · [c] +
∑

P elliptic

[k(1− 1

eP

)] · [P ] .

Just apply Riemann-Roch formula once more, one gets the result.

Proposition 1.4.9 (Location of zeroes). Let f be a weight 2k modular form
for Γ. Then

∑

Q7→P∈Γ\H∗

(OrdQ(f)

eQ

− k(1− 1

eQ

)
)

= (2g − 2)k + kν∞

where the sum is on points of Γ\H∗, Q is an arbitrary point above P and
eQ = eQ/P is the ramification index if P ∈ Γ\H and eQ = 1 if P is a cusp.

Proof. We write ω = f(z)dz⊗k = π∗Γα. By lemma.1.4.8,

OrdP (α) =

{
OrdQ(f)

eQ
− k(1− 1

eQ
) , if P is not a cusp

OrdQ(f)− k , if P is a cusp
.

Therefore,

∑
P

OrdP (α) = k(2g − 2) =
∑
Q

(OrdQ(f)

eQ

− k(1− 1

eQ

)
)− kν∞.

Example 1.9. Let Γ = SL2(Z), f ∈M2k(Γ). Then

Ord∞(f) +
Ordi(f)

2
+

Ordρ(f)

3
+

∑

P∈Γ\H ,P /∈{Γi ,Γρ ,Γ∞}
OrdP (f) =

k

6
.
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Corollary 1.4.10. Let Γ = SL2(Z).
(i)

dimM2k(Γ) =

{
1 , if k = 0

1− k +
[

k
2

]
+

[
2k
3

]
, if k > 0

or equivalently,

dimM2k(Γ) =

{[
k
6

]
, if k ≡ 1 (mod 6)

1 +
[

k
6

]
, if k 6≡ 1 (mod 6)

.

(ii) dimM4(Γ) = 1. Therefore, if f ∈M4(Γ)− { 0 } then

Ord∞(f) +
Ordi(f)

2
+

Ordρ(f)

3
+

∑

P∈Γ\H ,P /∈{Γi ,Γρ ,Γ∞}
OrdP (f) =

1

3
.

This means f has a simple zero at ρ and no other zeros.
(iii) dimM6(Γ) = 1. Therefore, if f ∈M6(Γ)−{ 0 } then f has a simple

zero at i and no other zeros.
(iv) dimS12(Γ) = 1. Therefore, if f ∈ S12(Γ)− { 0 } then f has only one

simple zero at some non-elliptic point.

1.5 Examples of Modular Forms

1.5.1 SL2(Z)\H as a Moduli space for Lattices and El-
liptic Curves

A lattice Γ in C is a discrete subgroup of C such that C/Γ is compact. There
exists ω1, ω2 ∈ C− {0} such that Γ = Zω1 ⊕ Zω2 with ω1

ω2
/∈ R. Changing ω1

by −ω1 if necessary, we may assume that Im(ω1

ω2
) > 0.

Let M = {(ω1, ω2) ; ω1

ω2
/∈ R , Im(ω1

ω2
) > 0} and let R be the space of

lattices of C. The map ϕ : M → R; (ω1, ω2) 7→ Γ = Zω1⊕Zω2 is surjective.
C∗ acts on R by multiplicity and we have an isomorphism

C∗\M ∼= H
(ω1, ω2) 7→ z =

ω1

ω2

.

We therefore get a surjective morphism H → R/C∗ := space of lattices
modulo homotheties. There is also an action of SL2(R) on M given by
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(
a b
c d

)
(ω1, ω2) = (aω1 +bω2, cω1 +dω2). The induced action on H = C∗\M

is the usual action.
If α ∈ SL2(Z) and if (ω1, ω2) is a basis of Γ, then α · (ω1, ω2) is a basis of

Γ such that Im(aω1+bω2

cω1+dω2
) > 0.

If (ω1, ω2) and (ω′1, ω
′
2) are two basis of Γ with Im(ω1

ω2
) > 0 , Im(

ω′1
ω′2

) > 0,

then there exists an α ∈ SL2(Z) such that (ω′1, ω
′
2) = α · (ω1, ω2).

So we have the isomorphisms SL2(Z)\H '{lattices of C}/ {homotheties}
= R/C∗ and the following diagram

M
γ−−−→ M

ϕ−−−→ Ry
y

y
H = C∗\M γ−−−→ H = C∗\M ϕ−−−→ C∗\R ' SL2(Z)\H

where γ ∈ SL2(Z).

Link with the theory of elliptic curves

• For any lattice Γ ⊂ C, E = C/Γ is a Riemann surface of genus 1,
endowed with the structure of an abelian group with origin O.

• Two lattices Γ and Γ′ define isomorphic elliptic curves E = C/Γ ' E ′ =
C/Γ′ if and only if there exists an α ∈ SL2(Z) such that Γ = α · Γ′.

• Any elliptic curve (a compact Riemann surface with a fixed origin) is
obtained in this way.

Conclusion: SL2(Z)\H ' {isomorphism classes of elliptic curves over C} '
{lattices of C module homotheties} = C∗\R. That is, SL2(Z)\H is the mod-
uli space for lattices and elliptic curves.

Definition 1.14. A function F : R → C is said to be a “lattice function
of weight 2k”(or homogeneous of weight −2k) if for any Γ ∈ R and any
λ ∈ C∗, we have F (λΓ) = λ−2kF (Γ).

Let F be a lattice function of weight 2k and FM the associated function
on M . FM((ω1, ω2)) := F (ϕ(ω1, ω2)) = F (Zω1⊕Zω2). Then FM((ω1, ω2)) =
FM(ω2(

ω1

ω2
)) = ω−2k

2 FM((ω1

ω2
, 1)). Let f be the assoicated function on H de-

fined by f(z) = FM((z, 1)).

Remark 1.9. For any γ =
(

a b
c d

)∈ SL2(Z) , f(az+b
cz+d

) = (cz + d)2kf(z).
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Proof.

f(
(

a b
c d

)
) = FM((

(
a b
c d

)
, 1)) = (cz + d)2kFM((az + b, cz + d))

= (cz + d)2kFM(γ · (z, 1))

= (cz + d)2kFM((z, 1)) as F is invariant by SL2(Z)

= (cz + d)2kf(z)

.

If f is a function on H such that f(az+b
cz+d

) = (cz + d)2kf(z), then there
exist a unique weight 2k lattice funciton F : R → C such that f(z) =
FM((z, 1)) = F (Z⊕ Zz).

Remark 1.10. It’s not easy to check the holomorphy condition on the defi-
nition of lattice functions.

Example 1.10. Let Γ be a lattice and k > 1, we define

G2k(Γ) =
∑

γ∈Γ−{0}

1

γ2k
.

Then G2k(Γ) is a weight 2k lattice function. The associated modular function
is

G2k(z) = G2k(Z⊕ zZ) =
∑

(m,n) 6=(0,0)

1

(nz + m)2k
.

Exercise 1.13. Prove that the series

∑

γ∈Γ−{0}

1

|γ|σ

is convergent if σ > 2.

Proposition 1.5.1. ∀k > 1 , G2k is a weight 2k-modular form for SL2(Z) (
i.e. it is holomorphic on H∗) and G2k(i ∞) = 2ζ(2k).

Proof. An exercise. Prove that it is correct to write

lim
z→i∞

G2k(z) =
∑

(m , n) 6=(0 ,0)

lim
z→i∞

1

(nz + m)2k
=

∑

m6=0

1

m2k
= 2ζ(2k) .
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Definition 1.15. Let g4 = 60G4 and g6 = 140G6, then ∆ = g3
4 − g2

6 is a
weight 12 cuspidal modular function for SL2(Z).

Theorem 1.5.2. (a) M2k(Γ) is of dimension 1 and is generated by G2k for
k = 2, 3, 4, 5;

(b) the multiplication by ∆ defines an isomorphismM2k(Γ) → S2k(Γ) ; f 7→
f ·∆ ;

(c)
⊕

k≥0M2k(Γ) = C[G4, G6].

Proof. (a) An easy consequence of Riemann-Roch theorem and previous dis-
cussions.

(b) We know that ∆ ∈ S12(Γ) and that ∆ has a simple zero at ∞.
Therefore, corollary 1.4.10 ∆ has no other zeros. Then

S2k(Γ) −→M2k−12(Γ)

α 7→ α/∆

is the inverse to f 7→ f ·∆.
(c) We need to show that {Gn

4G
m
6 |4n + 6m = 2k} is a basis for M2k(Γ).

It is easy to check that there exist n , m ∈ N such that 4n + 6m = 2k.
Therefore, g = Gn

4G
m
6 ∈ M2k(Γ) and g(i∞) 6= 0. If f ∈ M2k(Γ), then

f − f(i∞)
g(i∞)

g ∈ S2k(Γ). Hence f = f(i∞)
g(i∞)

g +∆h with h ∈M2k−12(Γ). Using (a)

and by induction, we see that f ∈ C[G4, G6].
We thus have a surjective morphism ψ : C[G4, G6] −→

⊕
kM2k(Γ). If ψ

is not an isomorphism, then there exists R ∈ C[X,Y ] such that R(G4, G6) =
0. Using a “weight argument” (this will be explained later), there exists

P ∈ C[X] such that P
(G3

4

G2
6

)
= 0. So

G3
4

G2
6

must be constant. This leads to a

contradiction as

{
G6(ρ) = 0 6= G6(i)

G4(ρ) = 0 6= G4(i)
in view of corollary 1.4.10.

Weight Argument: Fix m0 maximal such that 2n0 + 3m0 = k. Then
for any n , m such that 2n+3m = k = 2n0 +3m0 one has n−n0

3
= m−m0

2
∈ N.

Thus,

∑

2n+3m=k

λnG
n
4G

m
6 = 0 ⇔

∑

2n+3m=k

λn
Gn−n0

4

Gm0−m
6

= 0 ⇔
∑

2n+3m=k

λn(
G3

4

G2
6

)
n−n0

3 .

Thus we find a P ∈ C[X] with the property required.

Definition 1.16. Define

j :=
1728g3

4

∆
=

1728g3
4

g3
4 − 27g2

6

.
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The function j is a modular function (of weight 0) with a simple pole at∞
and a triple zero at ρ. The induced meromorphic function j : SL2(Z)\H∗ →
P1(C) has a simple pole at∞, a simple zero at Γρ and no other poles or zeros.
Therefore, j gives an isomorphism SL2(Z)\H∗ → P1(C) and g

(
SL2(Z)\H∗) =

g
(
P1(C)

)
= 0.

1.5.2 The Petersson Inner Product

Lemma 1.5.3. The differential form dµ0 = dz∧dy
2iy2 = dx∧dy

y2 is SL2(R)-invariant.

Proof. For any α =
(

a b
c d

)∈ SL2(R), we have

d(αz) =
dz

(cz + d)2
; d(αz̄) =

dz̄

(cz̄ + d)2
; Im(αz) =

Im(z)

|cz + d|2 .

Therefore, α∗(dµ0) = dµ0.

Definition 1.17. The associated metric ds2 = dx2+dy2

y2 and the associated

volume form dµ0 = dx∧dy
y2 are called the Poincaré metric and the Poincaré

measure .

Lemma 1.5.4. Let Γ ⊂ SL2(Z) be a subgroup of finite index and F be a
fundamental domain for Γ. Then

∫
F

dxdy
y2 is independent of the choice of the

fundamental domain and
∫

F
dxdy
y2 = πd

3
where d = degϕ, ϕ is the natural map

Γ\H −→ SL2(Z)\H∗.
Proof. Exercise.

Lemma 1.5.5. Let f be a weight 2k-cuspidal modular form for Γ, then ∀γ ∈
SL2(Z), there exists c = cγ > 0 such that |f(γ · z)| << e−cy , z = x + iy.

Proof. We have a Fourier expansion f(γ · z) =
∑∞

n=1 ane
2πinz

h for some h =

hγ ∈ N∗. Let f(γ · z) = an0e
2πin0z

h ·(bounded function) with an0 6= 0, then

∣∣∣e 2πin0(x+iy)
h

∣∣∣ = e−
2πn0y

h ¿ e−cy .

Hence |f(γ · z)| ¿ e−cy.

Lemma 1.5.6. Let f, g ∈M2k(Γ), then the differential form f(z)g(z)y2k−2dxdy
is Γ-invariant.

Proof. An easy exercise.
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Definition 1.18. Let F be a fundamental domain for Γ and f, g ∈ S2k(Γ),
then we define

〈f, g〉k :=

∫

F

f(z)g(z)y2k−2dxdy .

This is independent of F and is well defined. 〈·, ·〉 is a positive definite
hermitian scalar product on S2k(Γ), called the Petersson inner product .

Remark 1.11. Actually, one can define 〈f, g〉k for f ∈ S2k(Γ) and g ∈
M2k(Γ).

1.5.3 Poincaré Series

We start with a function f on H and try
∑

γ∈Γ f(γ · z) which is formally
invariant by Γ. But this is a never convergent process. However, if f is
always invariant by a subgroup Γ0, then

∑
γ∈Γ0\Γ f(γ · z) is well defined and

invariant by Γ.
We want to do this for modular forms. Let Γ be the image of Γ in PSL2(Z)

and

Γ0 = Γ ∩ {(
1 n
0 1

) ∣∣ n ∈ Z}
=

{(
1 nh
0 1

) ∣∣ n ∈ Z}

for some h ∈ N.

Definition 1.19. The Poincaré series of weight 2k and character n for
Γ is

ϕn(z) =
∑

γ̄∈Γ0\Γ

exp(2iπnγz
h

)

(cz + d)2k

where γ =
(

a b
c d

)
.

Observe that (a)
(

1 nh
0 1

)(
a b
c d

)
=

(
a′ b′
c d

)
. Therefore, (c, d) depends on γ̄ but

not on a choice of a representative of γ in Γ.
(b) ∀γ0 ∈ Γ0, exp(2πinγ0γz

h
) = exp(2πinγz

h
).

So ϕn(z) is well-defined.

Theorem 1.5.7. The Poincaré series ϕn(z) for n ≥ 0 and 2k > 2 is ab-
solutely uniformly convergent on compact subsets of H and is a weight 2k-
modular form for Γ. Moreover,

(a) ϕ0(z) is zero at finite cusps of Γ and ϕ0(i∞) = 1 ;
(b) ∀n ≥ 1, ϕn(z) ∈ S2k(Γ) ;
(c) The Poincaré series ϕn(z) for n ≥ 1 generates S2k(Γ) .
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Proof. If γ̄1 =
(

a1 b1
c d

)
, γ̄2 =

(
a2 b2
c d

)∈ Γ̄, then γ̄1 = γ̄2 in Γ0\Γ. We therefore
obtains

|ϕn(z)| ≤
∑

(c,d) 6=(0,0)

s.t. ∃
(

a b
c d

)
∈Γ

1

|cz + d|2k
≤

∑

(c,d) 6=(0,0)

1

|cz + d|2k
< +∞

when 2k > 2 with a uniform and absolute convergence on any compact subset
of H.

Note that

∣∣ exp
(2iπnγz

h

)∣∣ = exp
(− 2πn

h
· y

|cz + d|2
) ≤ 1 .

Lemma 1.5.8. Define j : Γ×H→ C ; j(γ, z) = (cz + d)2, then (γ, z) is an
automorphy factor ( i.e. j(γγ′, z) = j(γ, γ′z)j(γ′, z) ).

Proof. On the one hand, (γγ′)∗(dz) = dz
j(γγ′,z)

. On the other hand,

(γγ′)∗(dz) = γ′∗(γ∗dz) = γ′∗(
dz

j(γ, z)
) =

dz

j(γ, γ′z)j(γ′, z)
.

proof of (b). Let γ′ ∈ Γ, by the above lemma,

ϕn(γ′ · z) =
∑

Γ0\Γ

exp(2iπnγγ′z
h

)

j(γ , γ′z)k

= j(γ′ , z)k
∑

Γ0\Γ

exp
(2iπn(γγ′)z

h

)

j(γγ′ , z)

= j(γ′, z)k
∑

Γ0\Γ

exp(2iπnγz
h

)

j(γ, z)k

= j(γ′, z)kϕn(z) = (cz + d)2kϕn(z) .

proof of (a). At K = i · ∞, let R be a system of representatives in Γ of
Γ0\Γ. We write R = R1

⊔
R2 with R1 = {γ ∈ R|c = 0} , R2 = {γ ∈ R|c 6=

0}.
In fact R1 is finite and |R1| = 1, as if c = 0, then d = ±1 (note that here

ad equals the determinant) and ±(c, d) determines the class modulo of Γ0.
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We have ∑
γ∈R2

| exp(2iπnγγ′z
h

)|
|cz + d|2k

≤
∑
γ∈R2

1

|cz + d|2k
−→ 0

uniformly as z → i∞ (since Re(z) is bounded), and

∑
γ∈R1

| exp(2iπnγγ′z
h

)|
|cz + d|2k

= exp(−2πny

h
) −→

{
0 , if n > 0

1 , if n = 0
.

At a cusp K 6= i · ∞, we fix γK ∈ SL2(Z) such that γK ·K = ∞. Let

ψn(z) = (γz + δ)−2kϕn(γ−1
K · z) , where γ−1

k =

(
α β
γ δ

)
.

We study ψn at i∞.

ψn(z) =
∑
γ∈R

exp(2iπnγγKz
h

)

j(γ, γKz)kj(γ, z)k
=

∑
τ∈RγK

exp(2iπnτz
h

)

j(τ, z)k
.

One can check that a matrix in R · γK is never of the form ±(
1 ∗
0 1

)
.

The same proof gives ψn(z) → 0 as z → i∞.

Proposition 1.5.9. Let f ∈ S2k(Γ), f ∗(q) =
∑

n≥1 anq
n, then

〈f, ϕn〉k =
h2k(2k − 2)!n1−2k

(4n)2k−1
an .

This implies if f ∈ S2k(Γ) and f ⊥ ϕn for all n ≥ 1, then an = 0 , ∀n ≥ 1
and hence f = 0. Therefore, (c) follows from the above proposition.

Proof of proposition.1.5.9. We have

〈f , ϕn〉k =
∑

γ∈Γ0\Γ

∫

F

f(z) exp
(− 2iπnγz̄

h

)

(cz̄ + d)2k
y2k−2dxdy

=
∑

γ∈Γ0\Γ

∫

F

f(γz) exp
(− 2iπnγz̄

h

)( y

|cz + d|2
)2k dxdy

y2

=
∑

γ∈Γ0\Γ

∫

F

g(γz)
dxdy

y2

where

g(z) = f(z) Im(z)2k exp
(− 2iπnz̄

h

)
.
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As g is invariant by Γ0 and as
⊔

γ∈Γ0\Γ γ · F is a fundamental domain F0

for Γ0, we may suppose F0 = (0, h)× R∗+. Then

〈f, ϕn〉k =

∫ h

0

∫ ∞

0

f(z)e−
2iπnz̄

h y2k−2dxdy

=
∑

l≥1

al

∫ h

0

exp
(2iπx

h
(l − n)

)
dx

∫ ∞

0

y2k−2 exp
(− 2π

h
(l + n)y

)
dy

(
as f(z) =

∑

l≤1

ale
2iπlz

h

)

= anh

∫ ∞

0

y2k−2 exp(
−4πn

h
y)dy

Exercise: Finish the remaining computation and justify the convergence.

This finishes the proof of theorem.1.5.7.

Remark 1.12. As dimS2k(Γ) < ∞ and ϕn |n ∈ N is a system of generators
of S2k(Γ), there exist a lot of relations between the ϕn’s.
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Chapter 2

Hecke Operators and Hecke
Algebras

2.1 Introduction

Let Γ = SL2(Z). We know that dimS12(Γ) = 1 and that ∆ = g3
4 − 27g2

6

generates S12(Γ). Let’s write

∆ =
∑
n≥1

τ(n)qn = (2π)12q
∞∏

n=1

(1− qn)24 .

We have τ(1) = 1, τ(2) = −4, τ(3) = 252, τ(4) = −1472, τ(11) = 534612,
τ(12) = −370944.

Conjecture 2.1 (Ramanujan’s Conjecture). (a) For any prime number p,
|τ(p)| ≤ 2p11/2.

(b) If gcd(m,n) = 1, τ(mn) = τ(m)τ(n).

(c) For any prime number p and any n ≥ 1, τ(p)τ(pn) = τ(pn)τ(p) =
τ(pn+1) + p11τ(pn−1).

Definition 2.1. Let f =
∑

n≥1 anq
n be a Dirichlet series, the associated

L-series is defined as

L(f, s) =
∑
n≥1

an

ns
, s ∈ C , Re(s) À 0 .

Example 2.1. L(∆ , s) =
∑

n≥1
τ(n)
ns .
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Proposition 2.1.1. The conditions (b) τ(mn) = τ(m)τ(n) if gcd(m,n) = 1
and (c) τ(p)τ(pn) = τ(pn+1) + p11τ(pn−1) are equivalent to the following

L(∆ , s) =
∏

p prime

1

1− τ(p)p−s + p11−2s
.

This is the Eulerian product for L(∆, s).

Proof. If we write Lp(s) =
∑

m≥0
τ(pm)
pms , then the condition (b) implies

∏
p Lp(s) =

L(∆, s) =
∑

n≥1
τ(n)
ns . We need to prove that

Lp(s) =
1

1− τ(p)p−s + p11−2s
.

We compute

(1− τ(p)p−s + p11−2s)
∑
m≥0

τ(pm)p−ms

=1− p−s(τ(p)− τ(p)) +
∑
m≥1

(
τ(pm+1)− τ(p)τ(pm)− p11τ(pm−1)

)
p−(m+1)s .

Using (c), we then get Lp(s) = 1
1−τ(p)p−s+p11−2s . This proves the ⇒) part.

The ⇐) part can be proved using the same computation.

Lemma 2.1.2. Let’s write 1−τ(p)X +p11X2 = (1−aX)(1−a′X). The Ra-
manujan Conjecture (a) |τ(p)| ≤ 2p11/2 is equivalent to each of the following:
(a′) |a| = |a′| = p11/2 and (a′′) a′ = a.

Proof. The condition (a) is equivalent to ∆ = τ(p)2−4p11 ≤ 0, which implies
(a′′). The condition (a′′) implies (a′) since aa′ = p11 ⇒ |a| = |a′| = p11/2. As
τ(p) = a + a′ ⇒ |τ(p)| ≤ 2p11/2, (a′) ⇒ (a).

(a) is proved by Deligne’s proof of the Weil conjecture.
Our next goal is to construct for all k ∈ N some operators

Tk(n) = T (n) = Tn : M2k(Γ) −→M2k(Γ)

with the following properties
(1) T (m) ◦ T (n) = T (mn), if gcd(m,n) = 1.
(2) T (p) ◦ T (pn) = T (pn) ◦ T (p) = T (pn+1) + p2k−1T (pn−1).
(3) T (n) leaves S2k(Γ) invariant and is a self-adjoint operator for the

Petersson scalar product:

∀f , g ∈ S2k(Γ) , 〈Tnf , g〉k = 〈f , Tng〉k .

(4) ∀m,n ∈ N, T (m) ◦ T (n) = T (n) ◦ T (m).
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Exercise 2.1. Let V be a C-vector space of finite dimension endowed with
a hermitian scalar product 〈 , 〉. Let (αi)i∈I be a family of self adjoint
endomorphisms of V such that αi ◦ αj = αj ◦ αi; ∀i , j ∈ I. Then V admits
a basis of eigenforms of all the (αi)i∈I .

Application: As dim(S12(Γ)) = 1, ∆ is an eigenform of all the T (n). If
we normalize ∆ such that ∆ = q +

∑
n≥2 τ(n)qn, then T (n)∆ = λn∆. We’ll

show that λn = τ(n) and the relations (b) and (c) conjectured by Ramanujan
are consequences of the properties (1) and (2) of the operators T (n).

2.2 Abstract Theory of Hecke Operators

We start by a definition of Hecke operators on the space R of lattices of C.
We’ll have an induced action on lattice functions and therefore an action on
modular forms.

Let Z[R] be the free abelian group with basis the elements of R:

D := Z[R] =
{ ∑

Λ∈R

nΛ[Λ] |nΛ ∈ Z , nΛ = 0 for almost all Λ ∈ R
}
.

and D ⊗ C = C[R]. (Caution: 2 · [Λ] 6= [2 · Λ].)

Definition 2.2. For all n ∈ N, we define a Z-linear operator

T (n) : D −→ D ; T (n)([Λ]) =
∑

[Λ:Λ′]=n

[Λ′]

where the sum is on all sublattices Λ′ ⊂ Λ such that [Λ : Λ′] = n and extend
it by Z-linearity. For all λ ∈ C∗, we define the Z-linear map

R(λ) : D −→ D ; [Λ] 7−→ [λΛ] .

Remark 2.1. T (n) is well defined: there are only finitely many lattices
Λ′ ⊂ Λ with [Λ : Λ′] = n.

Proof. If Λ′ ⊂ Λ and [Λ : Λ′] = n then nΛ ⊂ Λ′, therefore nΛ\Λ′ ⊂ nΛ\Λ '
Z/nZ⊕ Z/nZ.

Lemma 2.2.1. The sublattices Λ′ ⊂ Λ such that [Λ : Λ′] = n are in one-one
correspondence with the subgroups of index (or order) n in Z/nZ⊕ Z/nZ.

41



CHAPTER 2. HECKE OPERATORS AND HECKE ALGEBRAS

Proof. Let Ψ be a subgroup of index n of nΛ\Λ and π : Λ −→ nΛ\Λ be
the canonical surjection, then π−1(Ψ) = ΛΨ is a sublattice of Λ such that
[Λ : ΛΨ] = n. Then the maps Λ′ 7−→ π(Λ) and Ψ 7−→ ΛΨ are mutually
inverse and hence give the one-one correspondence.

Lemma 2.2.2. Let Γ = Zω1 ⊕ Zω2 and let Sn be the set of integer matrices(
a b
0 d

)
with

{
ad = n

0 ≤ b < n, a ≥ 1
. If σ ∈ Sn, we write Γσ the sublattice of

Γ with basis

{
ω′1 = aω1 + bω2

ω′2 = dω2

, then σ 7−→ Γσ is a bijection between Sn

and the set Γ(n) of sublattices of Γ of index n.

Proof. (a) ∀σ ∈ Sn, Γσ ∈ Γ(n) as det(ω1 , ω2)(ω
′
1, ω

′
2) = n = [Γ : Γσ].

(b) Let σ = ( a b
0 d ) ∈ Sn, σ′ =

(
a′ b′
0 d′

) ∈ Sn. Suppose that Γσ = Γσ′ . Then

there exists
(

α β
γ δ

) ∈ SL2(Z) such that

(
a′ b′

0 d′

)
=

(
α β
γ δ

)(
a b
0 d

)
.

This gives γa = 0. It then follows easily that γ = 0 and α = δ = 1 and

0 ≤ b′ = b + βd < d. So we have β = 0 and

(
a b
0 d

)
=

(
a′ b′

0 d′

)
.

(c) Let Γ′ be in Γ(n). Let d be the smallest positive integer such that
dω2 ∈ Γ′, then ω′2 = dω2 is a primitive vector of Γ′. Therefore there exists
ω′′1 = aω1 + bω2 ∈ Λ′ such that (ω′′1 , ω

′
2) is a basis of Λ′.

Then ad = n and we may replace ω′′1 by ω′1 = ω′′1−λω′2. in such a way that
ω′1 = aω1 + bω2 with 0 ≤ b < d. Therefore Γ′ = Γσ for σ = ( a b

0 d ) ∈ Sn.

Matrix Interpretation. Let Mn be the set of matrices in M2(Z) with
determinant n.

Proposition 2.2.3.

(1) Mn =
⊔

ad=n
0≤b<d , a≥1

SL2(Z)

(
a b
0 d

)
; (2) Mn =

⊔

ad=n
a|d , a≥1

SL2(Z)

(
a 0
0 d

)
SL2(Z).

We leave the proof as an exercise. Note that (2) is equivalent to the fol-
lowing condition, which can be proved using the elementary divisor theorem:

∀α ∈ Mn, there exists a basis (θ1, θ2) of Λ and ad = n, a|d, a ≥ 1 such
that (aθ1, dθ2) is a basis of Λ′ = α · Λ.
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Proposition 2.2.4. (a) Let m, n be coprime integers, then T (mn) = T (m)◦
T (n).

(b) T (pn) ◦ T (p) = T (pn+1) + pR(p)T (pn−1).
(c) T (n)R(λ) = R(λ)T (n).

Proof. (a) By definition,

T (mn)[Λ] =
∑

[Λ:Λ′′]=nm

[Λ′′] ; and T (m) ◦ T (n)[Λ] =
∑

Λ′′⊂Λ′⊂Λ
[Λ:Λ′]=n , [Λ′:Λ′′]=m

[Λ′′].

If Λ′′ ⊂ Λ is a sublattice of Λ of index mn, we must show that there exists

a unique Λ′ ⊂ Λ such that

{
Λ′′ ⊂ Λ′ ⊂ Λ

[Λ : Λ′] = n , [Λ′ : Λ′′] = m
. By lemma.2.2.1,

Λ′′ corresponds to a subgroup L of order nm in

Z/nmZ⊕ Z/nmZ ' (Z/nZ⊕ Z/nZ)⊕ (Z/mZ⊕ Z/mZ)

L ' L1 ⊕ L2

with |L1| = n and |L2| = m. Then Λ′ is the sublattice of Λ corresponding to
the subgroup L1 of Z/nZ⊕ Z/nZ ' nΛ\Λ.

(b) We have

T (pn) ◦ T (p) · [Λ] =
∑

[Λ′′] (2.1)

where the sum is on couples (Λ′, Λ′′) with Λ′′ ⊂ Λ′ ⊂ Λ and

{
[Λ : Λ′] = p

[Λ′ : Λ′′] = pn
.

On the other hand,

T (pn+1) · [Λ] =
∑

Λ′′⊂Λ
[Λ:Λ′′]=pn+1

[Λ′′] (2.2)

and
R(p)T (pn−1)[Λ] =

∑

[Λ:Λ′]=pn−1

[p · Λ′] (2.3)

In (2.3), we have [Λ : pΛ′] = [Λ : Λ′][Λ′ : pΛ′] = pn−1 · p2 = pn+1.
The sums (2.1), (2.2) and (2.3) concern sublattices of Λ with index pn+1

in Λ. Let Λ′′ ⊂ Λ be such a lattice. We write

a(Λ′′) = a := number of times Λ′′ appears in the sum (2.1)

b(Λ′′) = b := number of times Λ′′ appears in the sum (2.3)
(2.4)
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Then we need to check a = 1 + bp.
Case 1: suppose Λ′′ 6⊂ pΛ. In this case b(Λ′′) = b = 0 because if Λ′′

appears in (2.3), then [Λ′′] = [pΛ′] for some Λ′ ⊂ Λ and Λ′′ = pΛ′ ⊂ pΛ.
In (2.1), we have pΛ ⊂ Λ′ and pΛ\Λ′ is a subgroup of order p in pΛ\Λ '

Z/pZ⊕Z/pZ. But pΛ\Λ′ contains pΛ∩Λ′′\Λ′′ and pΛ∩Λ′′ 6= Λ′′ (as Λ′′ * pΛ).
Therefore pΛ∩Λ′′\Λ′′ = pΛ\Λ′ and Λ′ corresponds to the subgroup (of order
p) pΛ ∩ Λ′′\Λ′′ of pΛ\Λ which is determined by Λ′′. So we have a(Λ′′) = 1.

Case 2: suppose Λ′′ ⊂ pΛ. Let Λ′ ⊂ Λ such that [Λ : Λ′] = p, then
Λ′′ ⊂ pΛ ⊂ Λ′ ⊂ Λ, and a(Λ′′) = a is the number of possible such Λ′.
Therefore a is the number of subgroups of index (or order) p in Z/pZ ⊕ Z/
pZ. Thus,

a =number of sub Fp-vector space of dimension 1 in Fp ⊕ Fp

=Card

(
Z/pZ⊕ Z/pZ− {0}

(Z/pZ)×

)
=

p2 − 1

p− 1
= p + 1.

If Λ′′ ⊂ pΛ ⊂ Λ, then [pΛ : Λ′′] = pn−1, [Λ′′] appears once in T (pn−1)[pΛ].
Therefore b(Λ′′) = 1.

Exercise 2.2. More generally, prove that

T (pr) ◦ T (ps) =
∑

0≤i≤min(r,s)

piR(pi)T (pr+s−2i) ;

T (m) ◦ T (n) = T (n) ◦ T (m) =
∑

d| gcd(m,n) , d>0

dR(d)T (
mn

d2
) .

(2.5)

Corollary 2.2.5. For all n ∈ N, the T (n)’s are some polynomials in the
T (p)’s and the R(p)’s. The algebra generated by the T (p)’s and the R(p)’s
with p prime is commutative and contains all the T (n)’s.

2.3 Hecke Operators on Spaces of Modular

Forms

Let F be a lattice function F : R −→ C. By linearity we may extend F to
D , F (

∑
Λ∈R nΛ[Λ]) =

∑
Λ∈R nΛF ([Λ]). We may define

Tn · F ([Λ]) =
∑

Λ′∈Tn[Λ]

F ([Λ′]) =
∑

[Λ:Λ′]=n
Λ′⊂Λ

F ([Λ′]) (2.6)
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and
R(n)F ([λ]) = F ([λΛ]) . (2.7)

If F is a weight-2k lattice function,

R(n)F ([Λ]) = F ([nΛ]) = n−2kF ([Λ]). (2.8)

Proposition 2.3.1. If F is a weight-2k lattice function, then T (n) ·F is also
a weight-2k lattice function, and

T (m) ◦ T (n) · F =
∑

d| gcd(m,n)

d1−2kT (
mn

d2
)F .

Proof. Tn · F is of weight 2k as R(λ) and T (n) commute.

Recall that we have an isomorphism

{ weight 2k lattice functions} ∼−→{functions on H verifying the modular identity

of weight 2k modular forms}
F 7−→f(z) = F (Z⊕ zZ).

Definition 2.3. Let f(z) be a weight 2k modular form for SL2(Z) and F
the associated lattice function. Then Tn ◦ f(z) is the function associated to
the lattice function n2k−1Tn · F .

Explicitly,

Tnf(z) = n2k−1TnF
(
[Z⊕ zZ]

)
= n2k−1

∑

ad=n , d≥1
0≤b<d

F
(
[(az + b)Z⊕ dZ]

)

= n2k−1
∑

ad=n , d≥1
0≤b<d

d−2kf(
az + b

d
)

. (2.9)

Example 2.2.

Tp · f(z) = p2k−1
(
f(pz) + p−2k

p−1∑
i=0

f(
z + i

p
)
)

.

Proposition 2.3.2. Let Γ = SL2(Z) and let f(z) ∈M2k(Γ), f =
∑

m≥0 c(m)qm.
Then Tnf(z) =

∑
m≥0 γ(m)qm is a weight-2k modular form and

γ(m) =
∑

a| gcd(m,n)

a2k−1c
(mn

a2

)
.

In particular, γ(1) = c(n), γ(0) = σ2k−1(n)c(0) =
∑

d|n d2k−1c(0). If f ∈
S2k(Γ), then Tnf ∈ S2k(Γ).
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Proof. We have

Tnf(z) = n2k−1
∑

ad=n , d≥1
0≤b<d

d−2kf(
az + b

d
)

= n2k−1
∑

ad=n , d≥1
0≤b<d

d−2k
∑
m≥0

c(m)e2iπm(az+b
d

)

= n2k−1
∑
m≥0

∑

ad=n

d−2kc(m)
∑

0≤b<d

e2iπm(az+b
d

).

Note that
∑

0≤b<d

e
2iπbm

d =

{
d if d|m
0 if d - m

.

Therefore, writing m′ = m
d
, we get

Tnf(z) = n2k−1
∑

m′≥0

∑

ad=n

d−2k+1c(m′d)e2iπam′z.

The coefficient γ(t) of qt is obtained for the couples (a,m′) such that

{
am′ = t

ad = n
,

or equivalently

{
a = n

d

m′d = tn
a2

. So we get

γ(t) =
∑

a| gcd(n,t)

a2k−1c
(tn

a2

)
.

Proposition 2.3.3. Let f =
∑

m≥0 c(m)qm 6= 0, f ∈ M2k(SL2(Z)). We
suppose that f is an eigenform of all the Tn’s. Let’s write T (n)f = λ(n)f .
Then

(i) c(1) 6= 0, so we may suppose that c(1) = 1. We then say that f is
normalized.

(ii) If f is normalized, then ∀n ∈ N, λ(n) = c(n).

Proof. The coefficient of q in Tnf is c(n) but is also λ(n)c(1). Therefore
c(n) = λ(n)c(1).

If c(1) = 0, then c(n) = 0 for all n and f = 0.
If c(1) = 1, then c(n) = λ(n) for all n ∈ N.
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Corollary 2.3.4. Let f ∈ S2k(Γ) be a normalized eigenform of all the T (n)’s.
Then

{
(1) ∀m,n such that gcd(m,n) = 1, c(m)c(n) = c(mn),

(2) ∀ prime p, ∀n ∈ N, c(p)c(pn) = c(pn+1) + p2k−1c(pn−1)

and these two conditions are equivalent to

L(f, s) =
∑
n≥1

c(n)

ns
=

∏
p

1

1− c(p)p−s + p2k−1−2s
.

Proof. (1) and (2) are deduced from relations for Tn using that c(n) = λ(n).
We made the proof of the last equivalence in the case 2k = 12. The proof is
exactly the same here.

2.4 Hecke Operators and Petersson Scalar Prod-

uct

Let GL2(R)+ = {α ∈ GL2(R) ; det(α) > 0}, and GL2(Q)+ = GL2(Q) ∩
GL2(R)+.

Let f be a function on H and α ∈ GL2(R)+, we define the function

(f |kα)(z) = (det α)k(cz + d)−2kf
(az + b

cz + d

)
, α =

(
a b
c d

)
∈ GL2(R)+.

Remark 2.2. (a) If α =

(
a 0
0 a

)
, f |kα = f . (b) If f ∈M2k(Γ), and if γ ∈ Γ,

then f |kγ = f . (c) f |kαβ = (f |kα)|kβ, ∀α, β ∈ GL2(R)+. (d) If Γ = SL2(Z)
and f ∈M2k(SL2(Z)),

Tnf(z) = n2k−1
∑

ad=n
0≤b<d

d−2kf
(az + b

d

)

= nk−1
∑

α∈SL2 Z\M(n)

f |kα = nk−1

r∑
i=1

f |kαi .

where

M(n) = {M ∈ M2(Z) ; det(M) = n} =
r⊔

i=1

SL2(Z)αi.
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Theorem 2.4.1. ∀f , g ∈ S2k(SL2(Z)), 〈Tnf , g〉k = 〈f , Tng〉k, i.e, Tn is a
self-adjoint operator on S2k(SL2(Z)).

Lemma 2.4.2. ∀α ∈ GL2(Q)+, ∀f , g ∈ S2k(SL2(Z)), 〈f |kα, g|kα〉k = 〈f, g〉k.

Proof. We write Ω(f, g) = f(z)g(z)y2k−2dx ∧ dy. Then Ω(f |kα, g|kα) =
α∗Ω(f, g). If D is a fundamental domain for SL2(Z),

∫

D
Ω(f |kα, g|kα) =

∫

D
α∗Ω(f, g) =

∫

αD
Ω(f, g) =

∫

D
Ω(f, g) .

We should remark that in the above computation the last “=” is not obvious
as α is not necessary an element in SL2(Z). We will finish the proof later.

Remark 2.3. For all f , g ∈ S2k(SL2(Z)), Γ ⊂ SL2(Z) and any fundamental
domain DΓ for Γ,

〈f, g〉k =
1

[ PSL2(Z) : Γ ]

∫ ∫

DΓ

Ω(f, g)

where Γ is the image of Γ in PSL2(Z).

Remark 2.4. If α ∈ GL2(Q)+ and if Γ and αΓα−1 are sublattices of SL2(Z),
then [ PSL2(Z) : Γ ] = [ PSL2(Z) : αΓα−1 ].

Proof. Use the metric dµ0 = dxdy
y2 . The map ψα : H −→ H ; z 7−→ α · z

induces an isomorphism Γ\H ' αΓα−1\H. As ψα is an isometry, we get

[ PSL2(Z) : Γ ]Vol(SL2(Z)\H) = Vol(Γ\H)

= Vol(αΓα−1\H) = [ PSL2(Z) : αΓα−1 ]Vol(Γ\H)
.

This gives [ PSL2(Z) : Γ ] = [ PSL2(Z) : αΓα−1 ].

Remark 2.5. Let α ∈ GL2(Q)+, there exists Γ ⊂ SL2(Z) (small enough)
such that αΓα−1 ⊂ SL2(Z).

Proof. Changing α by
(

λ 0
0 λ

)
α we may assume that α ∈ M2(Z). If det(α) = n

(i.e, α ∈ M(n)), we may assume that α =
(

a b
0 d

)
with ad = n , 0 ≤ b < d.

Then we can check that αΓ(n)α−1 ⊂ SL2(Z).

Remark 2.6. If F is a fundamental domain for Γ, then α·F is a fundamental
domain for αΓα−1.
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Proof of lemma 2.4.2. By remark.2.4,

〈f |kα , g|kα〉 =
1

[ PSL2(Z) : Γ ]

∫

αDΓ

Ω(f, g)

=
1

[PSL2(Z) : αΓα−1 ]

∫

αDΓ

Ω(f, g) = 〈f, g〉k .

as αDΓ is a fundamental domain for αΓα−1.

Corollary 2.4.3. ∀α ∈ GL2(Q)+, ∀f , g ∈ S2k

(
SL2(Z)

)
, 〈f |kα, g〉 = 〈f, g|kα−1〉.

Proof. Note that (f |kα)|kα−1 = f |kαα−1 = f and apply lemma.2.4.2.

As the T (n)’s are polynomials in the T (p)’s, we just need to prove theorem.2.4.1
for n = p a prime number.

Lemma 2.4.4. There exists a system of representatives {αi} for SL2(Z)\M(p)
which is also a system of representatives for M(p)/ SL2(Z). More generally
for all α ∈ GL2(Q)+, ∃ α1, · · · , αr such that

SL2(Z)α SL2(Z) =
r⊔

i=1

SL2(Z)αi =
r⊔

i=1

αi SL2(Z) .

Remark 2.7. M(p) = SL2(Z)

(
p 0
0 1

)
SL2(Z).

Proof of lemma.2.4.4. Let α, β such that SL2(Z)α SL2(Z) = SL2(Z)β SL2(Z).
Then there exists γ such that

{
SL2(Z)α = SL2(Z)γ

β SL2(Z) = γ SL2(Z)
. (∗)

By hypothesis, ∃ u, v, u′, v′ ∈ SL2(Z) such that uαv = u′βv′. Let γ :=
u′−1uα = βv′v−1. Then it is easy to check γ satisfies the property (∗). If
SL2(Z)α SL2(Z) =

⊔s
i=1 SL2(Z)αi =

⊔s
i=1 βi SL2(Z), (note that we need to

explain why the number of left cosets is equal to the number of right cosets
later,) we may apply the last construction to all the couples (αi, βi) to produce

a γi with the property

{
SL2(Z)γi = SL2(Z)αi

γi SL2(Z) = βi SL2(Z)
.

Lemma 2.4.5. Let Γ ⊂ SL2(Z), α ∈ GL2(Q)+. If ΓαΓ =
⊔l

i=1 Γαi =⊔m
j=1 βjΓ, then l = m.
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Proof. A general proof will be given later. If Γ = SL2(Z) and α =

(
p 0
0 p

)
,

then t(ΓαΓ) =t Γtα tΓ = ΓαΓ, where the superscript t denotes the transpose
of matrices.

If ΓαΓ =
⊔r

i=1 Γαi, then ΓαΓ = t (ΓαΓ) =
⊔r

i=1
tα t

i Γ =
⊔r

i=1
tαiΓ.

Proof of theorem 2.4.1. Let α =

(
a b
c d

)
∈ M(p), then α′ = pα−1 =

(
d −b
−c a

)
∈

M(p). Let α1, · · · , αr ∈ M(p) such that M(p) =
⊔r

i=1 SL2(Z)αi =
⊔r

i=1 αi SL2(Z).
Then

M(p) = pM(p)−1 =
r⊔

i=1

pα−1
i SL2(Z) =

r⊔
i=1

SL2(Z)pα−1
i .

and

〈T (p)f, g〉 = pk−1

r∑
i=1

〈f |kαi, g〉 = pk−1

r∑
i=1

〈f, g|kα−1
i 〉

= pk−1

r∑
i=1

〈f, g|kα−1
i 〉 = pk−1

r∑
i=1

〈f,
(
g|k

(
p 0
0 p

))
k
α−1

i 〉

= 〈f, T (p)g〉.

Theorem 2.4.6. There exists a basis {f1, · · · , fr} of S2k(SL2(Z)) such that
the fi are eigenvectors of all the Hecke operators T (n). The associated eigen-
values are real numbers and the {fi} are orthogonal for the Petersson scalar
product. If we normalized the fi by the condition a1(fi) = 1, then

L(fi, s) =
∑
n≥1

an(fi)

ns
=

∏
p

1

1− ap(fi)p−s + p2k−1−2s
.

Proof. Let f1 and f2 be two eigenforms of all the T (n)’s. Then

〈T (n)f1, f2〉 = an(f1)〈f1, f2〉 = 〈f1, T (n)f2〉 = an(f2)〈f1, f2〉.

and therefore

(an(f1)− an(f2))〈f1, f2〉 = 0 , ∀n ∈ N =⇒ 〈f1, f2〉 = 0 if f1 6= f2.
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Proposition 2.4.7. Let f =
∑

n≥1 an(f)qn ∈ S2k(SL2(Z)) and L(f, s) =∑
n≥1

an(f)
ns . Then

(a) |an| ¿ nk;
(b) L(f, s) is convergent for Re(s) > k + 1.

Proof. We need only to prove(a). The function g(z) = yk|f(z)| is SL2(Z)-
invariant and g(z) → 0 as z → i∞ (as |f(z)| ¿ e−cy, c > 0). Therefore g(z)
is bounded in H and |f(x + iy)| << 1

yk . For all y > 0,

|an|e−2πny =
∣∣∣
∫ 1

0

f(x + iy)e−2iπnze−2πnydz
∣∣∣ =

∣∣∣
∫ 1

0

f(x + iy)e−2iπnxdx
∣∣∣

¿ 1

yk
,

Take y = 1
n
, then we get |an| ¿ nk.

Remark 2.8. The Ramanujan conjecture predicts that |ap| ≤ 2pk− 1
2 . This

is a nontrivial bound.

2.5 The Mellin Transform and Functional Equa-

tions

Let f ∈ S2k(SL2(Z)). The Mellin transform of f is defined as

Mf (s) :=

∫ ∞

0

f(it)ts
dt

t
.

As f is exponentially decreasing in 0 and in i∞, Mf (s) is defined for all s ∈ C
and is a holomorphic function of s.

Proposition 2.5.1.

Mf (s) = (2π)−sL(f, s)Γ(s) where Γ(s) =

∫ ∞

0

e−tts
dt

t
.

This gives an analytic definition for L(f, s) for all s ∈ C.

Proof. Using the Fourier expansion f =
∑

n≥1 an(f)qn =
∑

n≥1 ane
2iπnz, we

have

Mf (s) =
∑
n≥1

∫ ∞

0

ane
−2πntts

dt

t
=

∑
n≥1

an

∫ ∞

0

e−2πntts
dt

t

= (2π)−s
∑
n≥1

an

ns

∫ ∞

0

e−tts
dt

t

(
changing variables t′ = 2πnt

)
.
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Proposition 2.5.2. We have the following functional equation

Mf (s) = (−1)kMf (2k − s).

Proof. Make the change of variables t′ = 1
t

in the formula

Mf (s) =

∫ ∞

0

f(it)ts
dt

t
.

Then we get

Mf (s) =

∫ ∞

0

f(− 1

it
)t−s dt

t
=

∫ ∞

0

f
(
( 0 1
−1 0 ) · it)t−s dt

t

=

∫ ∞

0

(it)2kf(it)t−s dt

t

(
by the modular equation for f ∈ S2k(SL2(Z))

)

= (−1)kMf (2k − s) .

Theorem 2.5.3. The eigenvalues of the Hecke operators acting onM2k(SL2(Z))
are algebraic integers. In other words, if Tnf = λnf , then there exists a num-
ber field K such that λn ∈ OK.

Lemma 2.5.4. G2k is an eigenform of all the Hecke operators T (n) with
eigenvalues σ2k−1(n) =

∑
d|n d2k−1. Therefore

L
( G2k(z)

a1(G2k)
, s

)
=

∑
n≥1

σ2k−1(n)

ns
= ζ(s)ζ(s−2k+1), where ζ(s) =

∏
p

1

1− p−s
.

Proof. G2k is associated to the lattice function

G2k(Λ) =
∑

λ∈Λ
λ6=0

1

λ2k
.

So we have

TpG2k =
∑

[Λ:Λ′]=p

∑

λ∈Λ′
λ6=0

1

λ2k
.

If λ ∈ pΛ, then λ ∈ Λ′ for all Λ′ such that [Λ : Λ′] = p. If λ /∈ pΛ, there
exists a unique Λ′ such that [Λ : Λ′] = p and λ ∈ Λ′.
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Therefore,

TpG2k(Λ) = G2k(Λ) + p
∑

λ∈pΛ
λ6=0

1

λ2k

= (1 + p1−2k)G2k(Λ).

The associated function G2k(z) on H is therefore an eigenform of T (p) with
eigenvalue p2k−1(1 + p1−2k) = 1 + p2k−1 = σ2k−1(p). Hence, TnG2k(z) =
σ2k−1(n)G2k(z) and

∞∑
n=1

σ2k−1(n)

ns
=

∞∑
n=1

∑
d|n d2k−1

ns
=

∑
a≥1
d≥1

d2k−1

asds

=
∑

d≥1

1

ds+1−2k

∑
a≥1

1

as
= ζ(s + 1− 2k)ζ(s).

Note that the result means the L-function of G2k(z)
a1(G2k(z))

is a product of L-
functions of degree 1.

Remark 2.9. σ2k−1(p) ∼ p2k−1 À 2pk− 1
2 .

Let

M2k(Z) =
{
f ∈M2k(SL2(Z)); f =

∑
n≥0

anq
n, an ∈ Z, ∀n ∈ N}

.

Theorem 2.5.5. M2k(Z) is a free Z-module of rank dimC(M2k(SL2(Z))).

Lemma 2.5.6.

G2k(z) = 2ζ(2k) +
2(2iπ)2k

(2k − 1)!

∞∑
n=1

σ2k−1(n)qn. (2.10)

Proof. We have proved that the first coefficient is 2ζ(2k) and

L
( G2k(Z)

a1(G2k(Z))
, s

)
=

∞∑
n=1

σ2k−1(n)

ns
.

The only missing point is a1(G2k(z)) = 2(2iπ)2k

(2k−1)!
. This is left to the readers.
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Corollary 2.5.7.

E4 =
G4(z)

2ζ(4)
∈M4(Z), E6 =

G6(z)

2ζ(6)
∈M6(Z) .

Proof. Use the facts that ζ(4) = π4

90
, ζ(6) = π6

35×27
and the previous lemma.

Proof of theorem 2.5.5. For all k ≥ 2, M2k(Z) contains the free Z-module
with basis Ea

4Eb
6 with 4a+6b = 2k. Therefore M2k(Z) is a Z-module of rank

at least dimC(M2k(SL2(Z))).
If f ∈ M2k(Z) and 2k < 12, then there exists λ ∈ C such that f =

λEa
4Eb

6 = λ + a1q + · · · This implies λ ∈ Z and hence rankZ(M2k(Z)) =
dimC(M2k(SL2(Z))).

Lemma 2.5.8. We have ∆ = q
∏∞

n=1(1− qn)24 = q + · · · .
We omit the classical proof of the above lemma.
Thus we have ∆ ∈ S12(Z) ⊂M12(Z).
Let f ∈M2k(Z) with 2k ≥ 12, then f = a0E

a
4Eb

6 +∆g for some 4a+6b =
2k and g ∈M2k−12(SL2(Z)). Suppose f = a0 + qa1 + · · · , then a0 ∈ Z.

Let’s write ∆ =
∑

n≥1 τ(n)qn ; τ(n) ∈ Z and g =
∑

n≥0 c(n)qn ; c(n) ∈
C. Then

∆g =
∑
n≥1

n−1∑
r=0

c(r)τ(n− r)qn .

Thus, {
τ(1)c(0) = c(0) ∈ Z
c(n− 1) +

∑n−2
r=0 c(r)τ(n− r) ∈ Z, if n ≥ 2

By induction c(n) ∈ Z for all n ∈ N. Therefore g ∈M2k−12(Z). By induction
one can prove rankZM2k(Z) = dimC(M2k(SL2(Z))) for all k.

Sketch of a more advanced proof. SL2(Z))\H has a model X over Spec(Z)
and M2k(Z) can be interpreted as the section of a line bundle on X. Then a
classical theorem (base change) gives the statement of thm 2.5.5.

Proof of thm 2.5.3. M2k(Z) is stabled by the T (n)’s as

T (n)f(z) =
∑
m≥0

γ(m)qm with γ(m) =
∑

a| gcd(m,n)
n≥1

a2k−1c(
mn

a2
) ∈ Z.
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Let {f1, . . . , fr} be a Z-basis of M2k(Z), then Mat{f1,··· ,fr}(Tn) ∈ Mr(Z).
(Here Mr(Z) denotes the set of square matrices of order r.) The characteristic
polynomial of T (n) is normalized with integral coefficients. Therefore, the
eigenvalues of T (n) are algebraic integers.

Remark 2.10. More generally if A is a ring such that Z ⊂ A ⊂ C, and
M2k(A) =

{
f ∈ M2k(SL2(Z)) ; f =

∑
n≥0 anq

n , an ∈ A , ∀ n
}
. Then

M2k(A) = M2k(Z)⊗Z A.

Proposition 2.5.9. The eigenvalues of T (n) are totally real algebraic num-
bers.

Proof. The eigenvalues of T (n) are real as T (n) is a self adjoint operator for
the Petersson scalar product.

2.6 Hecke Algebras

Let Z ⊂ A ⊂ C, and let H2k,A be the subalgebra of EndA(S2k(A)) generated
by the Hecke operators.

We have H2k,A = H2k,Z ⊗Z A. We call B2k = {f1, · · · , fr} the basis of
S2k(SL2(Z)) of normalized eigenfunctions of all the Hecke operators acting
on S2k(SL2(Z)).

Lemma 2.6.1. The map

ψi : HC = H2k,C −→ C
T 7−→ ψi(T )

where ψi(T ) is defined by T · fi = ψi(T )fi is a morphism of algebra (so ψi is
a character of the Hecke algebra HC ).

Proof. By definition,

(TT ′)fi = ψi(TT ′)fi and T (ψi(T
′)fi) = ψi(T

′)Tfi = ψi(T
′)ψi(T )fi .

Therefore ψi(TT ′) = ψi(T )ψi(T
′).

Lemma 2.6.2. The map

HC −→ Cr

T 7−→ (ψ1(T ), · · · , ψr(T ))

is an isomorphism of algebra.
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Proof. Clearly, MatB2k
(T ) =




ψ1(T ) 0
. . . . . . . . . . . . .

0 ψr(T )


. Therefore ψ is an injective

morphism of algebra. (If ψi(T ) = 0, ∀ i then MatB2k
(T ) = 0 and T = 0.)

The surjectivity of ψ is a consequence of the following.

Lemma 2.6.3. Let (ψ1, · · · , ψr) be distinct characters of an algebra A over
a field k. Then the ψi’s are linearly independent.

We leave the classical proof of this lemma as an exercise.

Corollary 2.6.4. S2k(C) := S2k(SL2(Z)) is a H2k,C-free module of rank 1
with basis f = f1 + · · ·+ fr.

Proof. For any g =
∑r

i=1 λifi ∈ S2k(C), there exists uniquely a T ∈ H2k,C
such that T · f =

∑
λifi = g.

Theorem 2.6.5. The map

〈 , 〉 : S2k(C)×H2k,C −→ C
(f , T ) 7→ 〈f, T 〉 := a1(T · f) = the first coefficient of Tf

is a perfect pairing of H2k,C-free modules of rank 1.

Proof. (a) If f ∈ S2k(C) and 〈f, Tn〉 = 0, ∀ n ∈ N, then a1(Tnf) = an(f) = 0
and therefore f = 0.

(b) If T ∈ H2k,C is such that 〈f, T 〉 = 0, ∀ f ∈ S2k(C), then MatB2k
(T ) =


a1(Tf1) 0
. . . . . . . . . . . . . . . . .

0 a1(Tfr)


 = 0 and therefore T = 0.

Corollary 2.6.6.

S2k(C)
∼−→ HomH2k,C(H2k,C,C)

f 7→ (T 7→ 〈f, T 〉 = a1(Tf))

is an isomorphism of H2k,C-modules of rank 1. Here C is viewed as a trivial
H2k ,C-module and the H2k,C-module structure on Hom(H2k,C,C) is given by

T0V (T ) = V (T0T ) ; for T1 , T0 ∈ H2k,C and V ∈ Hom(H2k,C,C) .

Theorem 2.6.7. The pairing

S2k(Z)×H2k,Z −→ Z
(f, T ) 7−→ 〈f, T 〉 = a1(Tf)

is a perfect pairing, or equivalently, S2k(Z) ' Hom(H2k,Z,Z) asH2k,Z-modules.
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Proof. Let ψ ∈ Hom(H2k,Z,Z), then (by theorem 2.6.5) there exists an f ∈
S2k(C) such that ∀ T ∈ Hom(H2k,C,C), ψ(T ) = 〈f, T 〉. Therefore,ψ(Tn) =
〈f, Tn〉 = a1(Tnf) = an(f) ∈ Z and f ∈ S2k(Z).

Remark 2.11. H2k,Z ⊂ EndZ(S2k(Z)) is a free Z-module of finite rank. We
may find Tn1 , · · · , Tnr generating a free Z-submodule of H2k,Z of maximal
rank.

Let f be a normalized eigenform of all the Hecke operators Tn. Let
λn1 , · · · , λnr such that Tni

f = λni
f . Let K = Q(λn1 , · · · , λnr). Then K is a

totally real number field and for all n ∈ N, Tnf = λnf for some λn ∈ K.

Conclusion. Let f ∈ S2k(C) be a normalized eigenform of all the Hecke
operators. f =

∑
n≥1 anq

n. Then K = Q(a1, · · · , an, · · · ) is a totally real
number field and an ∈ OK for all n ∈ N.
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Chapter 3

Geometric Interpretation and
Double Cosets

3.1 Commensurability

Let Γ ⊂ GL2(R)+ be a discrete subgroup. We say then Γ is a lattice of H if
Vol dxdy

y2
(Γ\H) < ∞.

Two lattices Γ and Γ′ are said to be commensurable (and written as
Γ ≈ Γ′) if [Γ : Γ ∩ Γ′] < ∞ and [Γ′ : Γ ∩ Γ′] < ∞. It is easy to check that
commensurability is an equivalence relation.

Let Γ̃ = CommGL2(R)+(Γ) := {γ ∈ GL2(R)+ | γΓγ−1 ≈ Γ}. Then

(a) if Γ ≈ Γ′, then Γ̃ = Γ̃′.
(b) Γ̃ is a subgroup of GL2(R)+.

Proposition 3.1.1. Let Γ be a subgroup of finite index in SL2(Z), then
Γ̃ = R∗ ×GL2(Q)+.

Proof. We may assume that Γ = SL2(Z). If α = c · β with c ∈ R∗, β ∈
GL2(Q)+, then αΓα−1 = βΓβ−1 and we may assume that β ∈ M2,2(Z). Let
m = det(β) ∈ Z.

Lemma 3.1.2. We have Γ(m) ⊂ Γ ∩ βΓβ−1 ⊂ Γ = SL2(Z).

Proof. Let γ ∈ Γ(m), then mβ−1 ∈ M2 , 2(Z) and (mβ−1) · γβ ≡ mβ−1β ≡(
m 0
0 m

)
≡

(
0 0
0 0

)
mod m.

Therefore mβ−1γβ = mδ for some δ ∈ M2,2(Z) and det(δ) = 1. This
implies β−1Γ(m)β ⊂ Γ = SL2(Z) and hence Γ(m) ⊂ βΓβ−1 ∩ Γ ⊂ Γ =
SL2(Z).
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As a consequence, [Γ : Γ ∩ βΓβ−1] < +∞ and applying the same proof
with β−1 instead of β, we get

[βΓβ−1 : βΓβ−1 ∩ Γ] = [Γ : Γ ∩ β−1Γβ] < +∞ .

It then follows β ∈ Γ̃. As αΓα−1 = βΓβ−1, we have α ∈ Γ̃.

Conversely, if α =

(
a b
c d

)
∈ Γ̃, then α · ∞ = a

c
is a cusp of αΓα−1, and

α · 0 = b
d

is also a cusp of αΓα−1. Thus, a
c
, b

d
are cusps of Γ∩αΓα−1 and also

cusps of Γ. Therefore, a
c
, b

d
∈ P1(Q) = Q ∪ {∞}.

If Γ ≈ αΓα−1, then tΓ = Γ ≈ (tα)−1tΓtα. Hence tα =

(
a c
b d

)
∈ Γ̃. We

can then get a
b
, c

d
∈ P1(Q) just by playing the same trick.

Write b = ab1, c = ac1, d = ad1 with b1, c1, d1 ∈ Q, then α = a·
(

1 b1

c1 d1

)
∈

R∗ ×GL2(Q)+. This finishes the proof of proposition 3.1.1.

Lemma 3.1.3. Let α ∈ Γ̃ = R∗ × GL2(Q)+. If Γ =
⊔r

i=1(Γ ∩ αΓα−1βi, for
some βi ∈ Γ, then ΓαΓ = {λ1αλ2|λ1, λ2 ∈ Γ} =

⊔r
i=1 Γαβi.

Proof. We have

α−1ΓαΓ =
r⊔

i=1

α−1Γα(Γ ∩ αΓα−1)βi

(∗)
=

r⊔
i=1

((α−1ΓαΓ) ∪ (α−1Γα))βi =
r⊔

i=1

α−1Γαβi .

So ΓαΓ =
⊔r

i=1 Γαβi. For the proof of the identity (∗), we leave to the
readers the following exercise.

Exercise 3.1. Prove that Γ′(Γ ∩ Γ′) = (Γ′Γ) ∩ Γ′.

In fact, if α ∈ Γ′(Γ ∩ Γ′), then α ∈ Γ′ and α = γ′γ′′ with γ′ ∈ Γ′ and
γ′′ ∈ Γ ∩ Γ′. Therefore, α ∈ Γ′Γ ∩ Γ′. The other direction is left to the
readers.

3.2 Algebraic correspondence on a Riemann

surface

Let X be a Riemann surface.
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Definition 3.1. An algebraic correspondence on X is a curve C ↪→
X ×X(possibly singular) such that the two projections π1, π2 : C → X are
surjective and proper.

Let d1 = degπ1, d2 = degπ2. We may define two maps T1 : X →
X(d1) , T2 : X → X(d2) where X(d) = Xd/Sd and Sd is the symmetric group
in d variables. Therefore X(d) is the set of unordered d-tuples of points of X.

For all x ∈ X, we write π∗1x = (x1, · · · , xd1) for the set of points in
π∗1({x}) counted with multiplicity. Then we define T1 · x = π2∗π∗1{x} =(
π2(x1), · · · , π2(xd1)

)
. T2 · x = π1∗π∗2x. We say that T2 is the adjoint

correspondence of T1.

3.3 Modular correspondence

Let Γ be a lattice in H and α ∈ Γ̃. We write Γα = Γ∩α−1Γα and Xα = Γα\H.
As [Γ : Γα] < +∞, we have a finite and surjective map π1 : Γα\H →
Γ\H , Γαx 7→ Γx.

Lemma 3.3.1. There is a well-defined surjective proper morphism of Rie-
mann surfaces

π2 : Γα\H→ Γ\H ; Γα · x 7→ Γ · αx

Proof. Let γ ∈ Γα. π2(Γα · γx) = Γ · αγx = Γ · αγα−1αx = Γ · αx as
αΓα−1 ⊂ Γ and α ∈ Γ ∩ α−1Γα. This implies π2(Γαγx) = π2(Γα)x. All the
rest is clear.

Lemma 3.3.2. There is a commutative diagram

H ψ−−−→ H×Hy
y

Γα\H ψ̄−−−→ Γ\H× Γ\H

where ψ : z 7→ (z, αz) and ψ̄ = (π1, π2).

Proof. An easy exercise using lemma.3.3.1.

Definition 3.2. Let Xα = Γα\H. Then Yα := ψ̄(Xα) ⊂ Γ\H × Γ\H is an
algebraic correspondence. We say that Yα is a modular correspondence .
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Proposition 3.3.3. The modular correspondence T1,α = Tα associated with
Yα ⊂ ψ̄(Xα) is

Tα(Γx) = [ΓαΓ] · x =
⊔

βi∈R(Γα\Γ)

Γαβix

where R(Γα\Γ) is a system of representatives in Γ for Γα\Γ.

Proof. We have clearly

π∗1(Γx) =
⊔

βi∈R(Γα\Γ)

Γαβix

and therefore

π2∗π∗1(Γx) =
⊔

βi∈R(Γα\Γ)

Γαβix = [ΓαΓ] · x .

Proposition 3.3.4. Let Γ = SL2(Z), α =

(
p 0
0 1

)
. Then Γα = Γ∩αΓα−1 =

Γ0(p), and the modular correspondence associated to ψ̄
(
Γ0(p)\H)

is the cor-
respondence “ Tp”.

Proof. Let γ =
(

a b
c d

)∈ Γα. Then

γ =

(
p−1 0
0 1

)(
a1 b1

c1 d1

)(
p 0
0 1

)
=

(
a1

b1
p

pc1 d

)

with

(
a1 b1

c1 d1

)
∈ SL2(Z).

Thus, γ ∈ Γ0(p). A similar proof gives Γ0(p) ⊂ Γα, so that Γα = Γ0(p).
The associated modular correspondence is

[
Γ

(
p 0
0 1

)
Γ
] · x =

⊔

ad=p, 0≤b<d

Γ

(
a b
0 d

)
· x = Tp · x

as

Γ

(
p 0
0 1

)
Γ =

⊔

ad=p, 0≤b<d

Γ

(
a b
0 d

)
.

More generally , “ Tn” =
⊔

ad=n , d|a ,a>0

[
Γ

(
a 0
0 d

)
Γ
]

is a finite union of

double cosets. (Here “
⊔

” denotes sum of modular correspondences.)
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Remark 3.1. If Γ acts without fixed points on H, then π1 : Γα\H −→ Γ\H
and π2 : Γα\H −→ Γ\H are étale morphisms.

Exercise 3.2. Let C ↪→ Γ\H × Γ\H be such that π1 : C → Γ\H and
π2 : C → Γ\H are étale. Prove that C is a modular correspondence.

Remark 3.2. When [CommSL2(R)(Γ) : Γ] = ∞, we say that Γ is an arith-
metic lattice of H. For example, when Γ = SL2(Z), CommSL2(R)(Γ) =
SL2(Q)× R∗. So SL2(Z) is an arithmetic lattice.

By a theorem of Kasdham and Margulis, there exists a totally real number
field F and a quaternion algebra B/F such that B⊗R = M2(R)×Hr−1 with
r = [F : Q], such that Γ is commensurable with O∗,1

B := {z ∈ O∗
B|Nm(z) = 1}

where O∗
B is the group of units in a maximal order OB of B.

3.4 The Ring R(Γ)

Definition 3.3. Let R(Γ) be the free Z-module with basis the ΓαΓ’s with
α ∈ Γ̃. That is, R(Γ) is the set of finite sums

∑
α∈Γ̃ cΓαΓ[ΓαΓ] with cΓαΓ ∈ Z.

Let deg(ΓαΓ) be the number of left Γ-cosets in ΓαΓ. Therefore deg(ΓαΓ) =
[Γ : Γα−1Γα∩Γ]. We may extend by linearity to obtain a map deg : R(Γ) →
Z by

deg(
∑

cΓαΓ[ΓαΓ]) =
∑

cΓαΓdeg([ΓαΓ]) .

We then define a multiplication R(Γ) × R(Γ) → R(Γ) in the following
way: If ΓαΓ =

⊔r
i=1 Γαi, ΓβΓ =

⊔s
j=1 Γβj , then ΓαΓβΓ =

⊔
i,j Γαiβj .

Therefore, ΓαΓβΓ is a finite union of double cosets ΓθΓ with θ ∈ Γ̃.

Definition 3.4. We define

[ΓαΓ] · [ΓβΓ] =
∑

nΓθΓ[ΓθΓ] .

The sum is over the double cosets ΓθΓ ⊂ ΓαΓβΓ and nΓθΓ is defined as
nΓθΓ := #{(i, j)

∣∣ Γθ = Γαiβj}.

Proposition 3.4.1. The definition is independent of the choice of the αi, βj

and θ.

Proof. If Γαiβj = Γθ, then Γαi = Γθβ−1
j . Therefore, if j is fixed there exists

at most one i ∈ {1, . . . , r} such that Γαi = Γθβ−1
j , and there exists one if
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and only if θβ−1
j ∈ ΓαΓ. Thus,

#{(i, j)|Γαiβj = Γθ} = #{j|Γαi = Γθβ−1
j } = #{j|θβ−1

j ∈ ΓαΓ}
= #{j|βjθ

−1 ∈ Γα−1Γ} = #{j|βj ∈ Γα−1Γθ}
= number of left cosets Γε in ΓβΓ ∩ Γα−1Γθ ,

which is independent of αi and βj .
If ΓθΓ = Γθ′Γ, then θ = λ1θ

′λ2 with λi ∈ Γ. Then

ΓβΓ ∩ Γα−1Γθ′ = ΓβΓ ∩ Γα−1Γθλ2 =
⊔

Γελ2 .

If ΓβΓ∩Γα−1Γθ =
⊔

Γε, then nΓθΓ = nΓθ′Γ. The proposition is thus proved.

Remark 3.3. We may extend by linearity this definition to obtain a multi-
plication R(Γ)×R(Γ) →R(Γ).

Lemma 3.4.2. If [ΓαΓ] · [ΓβΓ] =
∑

nΓθΓ[ΓθΓ], then

deg([ΓθΓ]) · nΓθΓ = #{(i, j)|ΓαiβjΓ = ΓθΓ} .

Proof. We write ΓθΓ =
⊔f

k=1 Γθk . Then f = deg(ΓθΓ) and ΓαiβjΓ = ΓθΓ
if and only if there exists a unique k ∈ {1, . . . , f} such that Γαiβj = Γθk .
Therefore,

#{(i, j)|ΓαiβjΓ = ΓθΓ} =

f∑

k=1

#{(i, j)|Γαiβj = Γθk}

=

f∑

k=1

nΓθkΓ = f · nΓθkΓ = deg(ΓθΓ) · nΓθkΓ .

Proposition 3.4.3. For any x, y ∈ R(Γ), deg(x · y) = deg(x) · deg(y).

Proof. In fact,

deg([ΓαΓ] · [ΓβΓ]) =
∑

ΓθΓ

nΓθΓ · deg(ΓθΓ)

=
∑

ΓθΓ

#{(i, j)|ΓαiβjΓ = ΓθΓ}

=#{(i, j)} = deg(ΓαΓ) · deg(ΓβΓ) .
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Proposition 3.4.4. The multiplication on R(Γ) is associative.

For the proof, the readers may refer to Shimura’s book [?].

Definition 3.5. Let ∆ be a semi-group with Γ ⊂ ∆ ⊂ Γ̃, let R(Γ , ∆) be
the Z-free module with basis {[ΓαΓ] | α ∈ ∆} . Then R(Γ , ∆) is endowed
with the structure of an associative unit ring with unit element [Γ1Γ].

Proposition 3.4.5. If Γ̃ has an antiautomorphism α 7→ α∗ such that

(1) (α · β)∗ = β∗ · α∗ ; (2) Γ∗ = Γ ; (3) ∀α ∈ ∆ , (ΓαΓ)∗ = ΓαΓ = Γα∗Γ .

Then R(Γ , ∆) is a commutative ring.

Proof. We write ΓαΓ =
⊔d

i=1 Γαi =
⊔d

i=1 αiΓ and ΓβΓ =
⊔e

j=1 Γβj =⊔e
j=1 βjΓ. Then

ΓαΓ = Γα∗Γ =
d⊔

i=1

Γα∗i ; and ΓβΓ = Γβ∗Γ =
e⊔

j=1

Γβ∗j .

If ΓαΓβΓ =
⊔

θ ΓθΓ, then

ΓαΓβΓ = Γβ∗Γα∗Γ = (ΓαΓβΓ)∗ =
⊔

θ

(ΓθΓ)∗ =
⊔

θ

Γθ∗Γ .

Suppose [ΓαΓ] · [ΓβΓ] =
∑

nΓθΓ[ΓθΓ] and [ΓβΓ] · [ΓαΓ] =
∑

n′ΓθΓ[ΓθΓ]. We
have

nΓθΓdeg([ΓθΓ]) = #{(i, j)|ΓαiβjΓ = ΓθΓ}
=#{(i, j)|Γβ∗j α

∗
i Γ = ΓθΓ} = n′ΓθΓdeg([ΓθΓ]) .

Hence, nΓθΓ = n′ΓθΓ, and the commutivity is proved.

Example 3.1. Let Γ = SL2(Z), ∆ = M2,2(Z)+, and let R(Γ , ∆) be the free
abelian group with basis {T (a, d) =

[
Γ
(

a 0
0 d

)
Γ
]

; a > 0, d > 0, d|a} .
In this description, Tp = T (p, 1) when p is prime and more generally, as

M(n) = {α ∈ M2,2(Z)| det(α) = n} =
⊔

d|a ad=n a>0

Γ

(
a 0
0 d

)
Γ ,

we find that

Tn =
∑

d | a , ad=n ,a>0

[
Γ

(
a 0
0 d

)
Γ
]

.
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The map
M2,2(Z)+ → M2,2(Z)+ ; α 7→ α∗ =t α

satisfies Γ = Γ∗, (ΓαΓ)∗ = ΓαΓ and (αβ)∗ = β∗α∗. So R(SL2(Z),M2,2(Z)+)
is commutative.

If f ∈M2k(SL2(Z)), we have an induced action for α ∈ M2,2(Z)+. Write
ΓαΓ =

⊔r
i=1 Γαi, then

[ΓαΓ] · f = det(α)k−1

r∑
i=1

f |2kαi ,

where as usual

f |2kα(z) =
det(α)k

(cz + d)2k
f(α · z) if α =

(
a b
c d

)
.

3.5 Modular forms for congruence subgroups

3.5.1 Congruence Subgroups

Let N be a positive integer. We have defined the groups: Γ(N) ⊂ Γ1(N) ⊂
Γ0(N) ⊂ SL2(Z) = Γ0(1) = Γ1(1) = Γ(1). By definition, a subgroup Γ ⊂
SL2(Z) is said to be a congruence subgroup, if ∃N ∈ N such that Γ(N) ⊂
Γ ⊂ SL2(Z).

Proposition 3.5.1. The map

ψ : Γ0(N) −→ (Z/NZ)∗ ;
(

a b
c d

) 7→ d mod N

is well-defined and induces an isomorphism Γ1(N)\Γ0(N) ' (Z/NZ)∗ .

Proof. From ad− bNc = 1, we get ad ≡ 1 mod N and then d is invertible
in Z/nZ. If

γ =
( ∗ ∗

Nc d

)∈ Γ0(N) , γ′ =
( ∗ b′

Nc′ d′
)∈ Γ0(N) ,

then γγ′ =
( ∗ ∗
∗ Ncb′+dd′

)
. Therefore ψ(γγ′) = ψ(γ)ψ(γ′). This implies ψ is a

homomorphism. It is clear that Kerψ = Γ1(N).
If gcd(d , N) = 1, then there exist a , b ∈ Z such that ad− bN = 1. Thus,(

a b
N d

)∈ Γ0(N) and ψ(
(

a b
c d

)
) = d mod N . This means ψ is surjective.

Let Γ be a congruence subgroup. There exists N ∈ N such that Γ(N) ⊂ Γ.
Thus, M2k(Γ) ⊂M2k(Γ(N)), and S2k(Γ) ⊂ S2k(Γ(N)). In principle, we just
need to study M2k(Γ(N)).
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Lemma 3.5.2. Let f(z) ∈ M2k(Γ(N)) and g(z) = f(Nz), then g(z) ∈
M2k(Γ1(N

2)). If the Fourier expansion of f at ∞ is f(z) =
∑∞

n=0 ane
2iπnz

N ,
then g(z) =

∑∞
n=0 ane

2iπnz.

As a result, we need only to study M2k(Γ1(N)) for all N .

Proof. We remark that
(

N 0
0 1

)−1
Γ(N)

(
N 0
0 1

)
=

{(
a b
c d

)∈ SL2(Z)
∣∣ c ≡ 0 (mod N2) , a ≡ d ≡ 1 (mod N)

}
.

Therefore, Γ1(N
2) ⊂ (

N 0
0 1

)−1
Γ(N)

(
N 0
0 1

)
.

Let γ ∈ Γ1(N
2), γ =

(
N 0
0 1

)−1
α
(

N 0
0 1

)
for some α ∈ Γ(N). We then have

g|2kγ(z) = N−k(f |2k

(
N 0
0 1

)
)|2kγ(z)

=N−k(f |2k

(
N 0
0 1

)
)|2k

(
N 0
0 1

)−1
α
(

N 0
0 1

)
(z)

=N−kf |2k

(
N 0
0 1

)(
N 0
0 1

)−1
α
(

N 0
0 1

)
(z) = N−kf |2kα

(
N 0
0 1

)
(z)

=N−kf |2k

(
N 0
0 1

)
(z) = f(Nz) = g(z) .

3.5.2 Dirichlet Characters

Let N ∈ N∗, χ̃ be a character of (Z/NZ)∗. We have an induced map χ :
Z→ C given by

χ(n) =

{
χ̃(n mod N), if gcd(n,N) = 1

0, if gcd(n,N) > 1
.

with the properties




χ(nm) = χ(n)χ(m)

χ(m) = χ(n) if m ≡ n mod N

χ(n) 6= 0 if and only if gcd(n,N) = 1

A map χ : Z→ C with the above properties is always given by a unique
character χ̃ : (Z/NZ)∗ → C∗. We say that χ is a Dirichlet character
modulo N .

If N |M , and if χ is a Dirichlet character modulo N , then we may define
a Dirichlet character χ′ mod M by

{
χ′(n) = χ(n), if gcd(n,M) = 1

χ′(n) = 0, if gcd(n,M) > 1
.
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We then say that χ′ is induced from χ. If χ is not induced from a character
of level N ′|N , then we say that χ is a primitive Dirichlet character .
There exists a smallest integer nχ|N such that χ is induced from a primitive
character mod nχ. We say that nχ is the conductor of χ.

For any Dirichlet character χ mod n, we define a character of Γ0(N)
(also denoted by χ) by the formula

χ(
(

a b
Nc d

)
) = χ(d) .

Let f ∈M2k(Γ1(N)), then for all α ∈ Γ1(N), f |2kα = f .

Lemma 3.5.3. If β ∈ Γ0(N) and f ∈M2k(Γ1(N)), then f2kβ ∈M2k(Γ1(N).

Proof. Let α ∈ Γ1(N). Then (f |2kβ)|2kα = f |2kβα = f |2kβαβ−1|2kβ =
f |2kβ.

Thus, we have an action of Γ1(N)\Γ0(N) ≡ (Z/NZ)∗ on M2k(Γ1(N).
For any Dirichlet character χ mod N , we write

M2k

(
Γ1(N) , χ

)
= {f ∈M2k(Γ1(N))

∣∣ f |2kβ = χ(β)f ,∀ β ∈ Γ0(N)} .

Proposition 3.5.4. There is a decomposition

M2k(Γ1(N)) =
⊕

χ mod N

M2k(Γ0(N), χ)

S2k(Γ1(N)) =
⊕

χ mod N

S2k(Γ0(N), χ)

Proof. This is just the decomposition of the representation of Γ1(N)\Γ0(N) ∼=
(Z/NZ)∗ on M2k(Γ1(N)) or S2k(Γ1(N)).

Proposition 3.5.5. Let χ be a Dirichlet character mod N .
(1) If χ(−1) 6= 1, then M2k(Γ0(N), χ) = 0.
(2) Let wN =

(
0 −1
N 0

)
, then the map f 7→ f |2kwN induces an isomorphism

M2k(Γ0(N), χ) ∼= M2k(Γ0(N), χ̄).

Proof. (1) Let f ∈ M2k(Γ0(N) , χ). Then χ(−1)f = f |2k

( −1 0
0 −1

)
= f . Thus,

f = 0 if χ(−1) 6= 1.
(2) Let g = f |2kwN , γ =

(
a b

Nc d

)∈ Γ0(N), then wNγw−1
N =

(
d −c

−Nb a

)∈
Γ0(N). In particular, wN normalizes Γ0(N).

If f ∈M2k(Γ0(N), χ), then

(g|2k)γ = (f |2kwN)|2kγ = (f |2kwNγw−1
N ))|2kwN = χ(a)f |2kwN .
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As ad ≡ 1 mod N , we find χ(a) = χ̄(d), and therefore,

g|2kγ = χ̄(d) · g ⇐⇒ g ∈M2k(Γ0(N), χ̄) .

Other formulation.
For any d ∈ (Z/NZ)∗, we fix a σd ∈ Γ0(N) such that σd ≡ (

d̄ ∗
0 d

)
mod N with dd̄ = 1 mod N . We write 〈d〉2k for the action of (Z/NZ)∗

on M2k(Γ1(N)) given by 〈d〉2k · f := f |2kσd. One can show that it is a
well-defined action independent of the choice of the σd.

3.6 Modular Interpretation

We know that SL2(Z)\H is a moduli space for isomorphism classes E of
elliptic curves over C:

SL2(Z)\H −→ E = { isomorphism classes of elliptic curves over C}
SL2(Z) · τ 7→ Eτ

∼= C/Z⊕ τZ .

3.6.1 Case of Y1(N)

Proposition 3.6.1. The modular curve Y1(N) = Γ1(N)\H parameterizes
the set E1(N) of isomorphism classes of couples (E, P ) with E an elliptic
curve over C, and P a point of E(C) of order N .

Proof. Let Γ = Γ1(N) and x = Γ · τ ∈ Γ\H. We may associate to such an x
the elliptic curve Eτ = C/Z⊕ τZ.

Lemma 3.6.2. For γ =
(

a b
c d

)∈ SL2(Z), the map

C/Z⊕ τZ = Eτ → Eγτ = C/Z⊕ γτZ

z 7→ z

cτ + d

is a well-defined isomorphic Eτ
∼= Eγτ of elliptic curves.

Proof. Define a linear map vγ : C→ C, z 7→ z
cτ+d

. Then

{
vγ(aτ + b) = aτ+b

cτ+d
= γτ ,

vγ(cτ + d) = 1 .

As {aτ + b, cτ + d} is a basis of Z ⊕ τZ, vγ(Z ⊕ τZ) = Z ⊕ γτZ. Hence, v̄γ

is an isomorphisms Eτ
∼= Eγτ .
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Observe that

vγ(
1

N
)− 1

N
=

1

N(cτ + d)
− 1

N
=

c
N

+ d−1
N

cτ + d

and

γ =
(

a b
c d

)∈ Γ1(N) ⇐⇒ c

N
∈ Z,

d− 1

N
∈ Z⇐⇒ vγ(

1

N
)− 1

N
∈ vγ(Z⊕ τZ)

Therefore

γ ∈ Γ1(N) ⇐⇒ vr(
1

N
) =

1

N
mod Z⊕ γτZ .

The conclusion is, the map

Γ1(N)\H −→ E1(N) ; Γ1(N) · τ 7→ (
Eτ = C/Z⊕ τZ, Pτ =

1

N

)

is an isomorphism.
We leave it to the reader to check that if E is an elliptic curve over C and

P is a point of order N , then there exists τ ∈ H and α ∈ SL2(Z) such that(
Eατ , vα( 1

N
)
) ' (E, P ).

3.6.2 Case of Y0(N)

Proposition 3.6.3. Y0(N) = Γ0(N)\H is a moduli space for the set E0,N of
isomorphism classes of couples (E, H) where E is an elliptic curve over C
and H is a cyclic subgroup of order N in E(C). More precisely, the map

Γ0(N)\H −→ E0,N

Γ0(N)τ 7→ (
Eτ = C/Z⊕ τZ, Hτ = {0, 1

N
, . . . ,

N − 1

N
})

is an isomorphism.

Proof. Let γ =
(

a b
c d

)∈ Γ0(N), then gcd(d,N) = 1 as ad− bc = 1 and c ≡ 0
mod N . If i ≡ jd mod N , then

vγ(
i

N
)− j

N
=

i−jd
N
− j c

N
τ

cτ + d
∈ vγ(Z⊕ τZ) .

We see also that Γ0(N) is the set of matrices in SL2(Z) preserving the sub-
group H = {0, 1

N
, . . . , N−1

N
}. Moreover, for any γ ∈ SL2(Z), vγ

({0, 1
N

, . . . , N−1
N
})

is a cyclic subgroup of order N of E, and any such subgroup is obtained in
this way.
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Y0(N) = Γ0(N)\H is also a moduli space for isomorphic classes E ′0 ,N of
couples (E, E ′) for some ellliptic curves E and E ′ over C such that there
exists a cyclic isogeny ϕ : E → E ′ of order N . And we have

E0,N
∼−→ E ′0,N

(E, H) 7→ (E , E ′ = E/H , E → E ′)

(E, Kerϕ) ¾ (E, E ′, ϕ : E → E ′) .

As E ′0,N ⊂ E × E , we get Y0(N) ⊂ SL2(Z)\H× SL2(Z)\H.
We can show also that Γ(N)\H is a moduli space for isomorphism classes

of triples (E ,P1 , P2) with E an elliptic curve over C, P1, P2 a basis of E[N ]
such that eN(P1, P2) is a fixed N -th root of unity, where

E[N ] := {P ∈ E(C) | [N ]P = 0 } ∼= Z/NZ⊕ Z/NZ

and eN : E[N ]× E[N ] → µN is the Weil paring.
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Chapter 4

Hecke Algebras for Γ1(N)

4.1 The Algebras R(N) and R∗(N)

Let Γ = Γ0(N). We define two semigroups ∆0(N) and ∆∗
0(N) in GL2(Q)+

by

∆0(N) = { (
a b
c d

)∈ M2(Z) | c ≡ 0 mod N , ad− bc > 0 , gcd(a , N) = 1 },

∆∗
0(N) = { (

a b
c d

)∈ M2(Z) | c ≡ 0 mod N , ad− bc > 0 , gcd(d , N) = 1 }.
Clearly Γ0(N) ⊂ ∆0(N) ⊂ Γ̃0(N) and Γ0(N) ⊂ ∆∗

0(N) ⊂ Γ̃0(N). We
write R(N) = R(Γ0(N) , ∆0(N)) and R∗(N) = R(Γ0(N) , ∆∗

0(N)) for the
corresponding Hecke algebras.

Lemma 4.1.1. For any α ∈ ∆0(N)
(
resp. α ∈ ∆∗

0(N)
)
, there exists positive

integers l , m determined by α such that
(1) l |m, gcd(l , N) = 1, lm = det α, and
(2) Γ0(N)αΓ0(N) = Γ0(N)

(
l 0
0 m

)
Γ0(N)

(
resp. Γ0(N)αΓ0(N) = Γ0(N)

(
m 0
0 l

)
Γ0(N)

)
.

Moreover, if gcd(lm , N) = 1, then

Γ0(N)
(

l 0
0 m

)
Γ0(N) = Γ0(N)

(
m 0
0 l

)
Γ0(N).

Proof. Exercise. Using the theorem of elementary divisors.

Proposition 4.1.2. R(N) and R∗(N) are commutative algebras.

Proof. We just need to find an antiautomorphism α 7→ α∗ of ∆0(N) such
that (i) (αβ)∗ = β∗α∗; (ii) Γ∗ = Γ (Γ = Γ0(N) here) and (iii) ∀α ∈ ∆0(N),
(ΓαΓ)∗ = ΓαΓ.
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If α =
(

a b
Nc d

)
, we define α∗ =

(
a c

Nb d

)
. Then it’s easy to see Γ∗ = Γ.

For (i), just check by computation, verifying α∗ = wNα−1w−1
N where wN =(

0 1
−N 0

)
. For (iii), we have, by lemma.4.1.1,

(ΓαΓ)∗ =
(
Γ
(

l 0
0 m

)
Γ
)∗

= Γ∗
(

l 0
0 m

)∗
Γ∗ = Γ

(
l 0
0 m

)
Γ.

Now our goal is to define an action of R(N) and R∗(N) on the space
S2k(N ,χ) := S2k(Γ0(N) , χ). Here χ : (Z/NZ)∗ ∼= Γ1(N)\Γ0(N) −→ C∗ is a
Dirichlet character.

Definition 4.1. Let χ : Γ0(N) −→ C∗ be the character α =
(

a b
c d

) 7→ χ(α) :=
χ(d) defined by a Dirichlet character χ : (Z/NZ)∗ −→ C∗. We define χ̃ :
∆0(N) −→ C∗ by α =

(
a b
c d

) 7→ χ̄(a) and χ∗ : ∆∗
0(N) −→ C∗ by α =

(
a b
c d

) 7→
χ(d).

We remark that χ̃|Γ0(N) = χ = χ∗|Γ0(N) and

{
χ̃(αβ) = χ̃(α)χ̃(β)

χ∗(αβ) = χ∗(α)χ∗(β)
.

Definition 4.2. Let f ∈ S2k(N ,χ) and α ∈ ∆0(N). We write Γ0(N)αΓ0(N) =∐
v Γ0(N)αv and define

[Γ0(N)αΓ0(N)] · f := det(α)k−1
∑

v

χ̃(αv)f |2kαv. (4.1)

Sometimes we write [Γ0(N)αΓ0(N)] · f = TN ,k ,χ(α) · f .

Remark 4.1. The formula (4.1) is independent of the choice of representa-
tives αv.

Proof. Let α′v = βvαv with βv ∈ Γ0(N). Then

χ̃(βv)χ̃(αv)f |2kβvαv = χ̃(βv)χ̃(αv)(f |2kβv)|2kαv

= χ(βv)χ(βv)χ̃(αv)f |2kαv = χ̃(αv)f |2kαv

Remark 4.2. We must verify that g := [Γ0(N)αΓ0(N)] · f ∈ S2k(N ,χ).
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Proof. Let β ∈ Γ0(N). Then Γ0(N)αΓ0(N) =
∐

v Γ0(N)αv =
∐

v Γ0(N)αvβ.
By remark.(4.1), we have

g|2kβ = det(α)k−1
∑

v

χ̃(αv)(f |2kαv)|2kβ

= χ(β) det(α)k−1
∑

v

χ̃(αvβ)f |2kαvβ = χ(β)g

This implies g ∈ S2k(N ,χ).

Remark 4.3. For α ∈ ∆∗
0(N) with Γ0(N)αΓ0(N) =

∐
v Γ0(N)αv, we define

[Γ0(N)αΓ0(N)] · f := det(α)k−1
∑

v

χ∗(αv)f |2kαv. (4.2)

Definition 4.3. For all couples (l , m) such that

{
l |m, l > 0 ,m > 0

gcd(l , N) = 1
, we

define T (l , m) ∈ R(N) and T (n) ∈ R(N) by

T (l,m) = [Γ0(N)
(

l 0
0 m

)
Γ0(N)] , T (n) =

∑

lm=n

T (l, m).

We also define T ∗(l , m) ∈ R∗(N) and T ∗(n) ∈ R∗(N) by

T ∗(m, l) = [Γ0(N)
(

m 0
0 l

)
Γ0(N)] , T ∗(n) =

∑

lm=n

T ∗(m, l).

If gcd(n , N) = 1, then
(

n 0
0 n

)∈ ∆∗
0(N) ∩∆0(N) and Γ0(N)

(
n 0
0 n

)
Γ0(N) =

Γ0(N)
(

n 0
0 n

)
. Therefore T (n , n)T (l, m) = T (nl, nm) and T ∗(n, n)T ∗(m, l) =

T ∗(nm, nl).

Theorem 4.1.3. (1) For all f ∈ S2k(N,χ),

{
T ∗(m, l)f = χ̄(lm)T (l , m)f if gcd(lm , N) = 1

T ∗(n)f = χ̄(n)T (n)f if gcd(n , N) = 1

(2) T (l , m) and T ∗(m, l) are mutual adjoint operators with respect to the
Petersson scalar product on S2k(N ,χ).
(3) S2k(N ,χ) has a basis of eigenfunctions for all the Hecke operators T (n)
with gcd(n , N) = 1 and T (l , m) with gcd(lm , N) = 1.
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Proof. (1) We have

∆∗
0(N)∩∆0(N) =

{(
a b
c d

)∈ M2(Z)
∣∣ c ≡ 0 (mod N) , gcd(ad , N) = 1 , ad− bc > 0

}
.

Therefore, if α =
(

a b
c d

)∈ ∆∗
0(N) ∩∆0(N) then

χ∗(α) = χ(d) = χ(ad)χ̄(a) = χ(det(α))χ̃(α).

If gcd(lm , N) = 1, then Γ0(N)
(

l 0
0 m

)
Γ0(N) = Γ0(N)

(
m 0
0 l

)
Γ0(N) =

∐
v Γ0(N)αv

for suitable αv.

T ∗(m, l)f = (ml)k−1
∑

v

χ∗(αv)f |2kαv = (ml)k−1χ̄(lm)
∑

v

χ̃(αv)f |2kαv

= χ̄(lm)T (l , m)f

The result for T (n) is a consequence of the result for T (l , m).
(2) Let α =

(
a b
c d

)∈ GL2(R)+. Define α′ := det(α)α−1 =
(

d −b
−c a

)
. Then

α 7→ α′ is an anti-isomorphism from ∆0(N) to ∆∗
0(N).

We can find a coset decomposition Γ0(N)
(

l 0
0 m

)
Γ0(N) =

∐
v Γ0(N)αv =∐

v αvΓ0(N). Then

Γ0(N)
(

m 0
0 l

)
Γ0(N) =

(
Γ0(N)

(
l 0
0 m

)
Γ0(N)

)′
=

∐
v

Γ0(N)α′v

We proved that for any f , g ∈ S2k(N ,χ) and α ∈ Γ0(N) ∈ Γ0(N), 〈f |2kα , g〉 =
〈f , g|2kα

′
v〉. Now we have

〈T (lm)f , g〉 = (ml)k−1
∑

v

χ̃(αv)〈f |2kαv , g〉 = (ml)k−1〈f ,
∑

v

χ̃(αv)g|2kα
′
v〉

= 〈f , (ml)k−1
∑

v

χ∗(α′v)g|2kα
′
v〉 = 〈f , T ∗(m, l)g〉

Note that in the above computation we have used the following

Lemma 4.1.4. χ̃(α) = χ∗(α′).

Proof.

χ∗(α′) = χ∗(det(α))χ∗(α−1) = χ∗(det α)χ∗(α)

= χ∗(det α)χ(det α)χ̃(α) = χ̃(α).
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(3) As T ∗(m, l) and T (l , m) commutes by (1), we see that T (l , m) is a
normal operator (“normal” means it commutes with its adjoint operator).
As R(N) is a commutative algebra, we see that there is a basis of S2k(N ,χ)
of eigenfunctions of all the Hecke operators T (l , m) with gcd(lm , N) = 1
and T (n) with gcd(n , N) = 1. This is a consequence of the following lemma.

Lemma 4.1.5. If T is a normal operator, then there exists a basis of eigen-
functions of T .

Proposition 4.1.6. (1) R(N) = R(Γ0(N) , ∆0(N)) is as a Z-algebra a poly-
nomial ring in the variables T (p) = T (1 , p) for all prime number p and
T (p , p) for all gcd(p , N) = 1.

(2) If gcd(m, n) = 1 or if m |N∞ or n |N∞, then T (m, n) = T (m)T (n).
(We say n |, N∞ if n =

∏
p |N pnp .)

(3)R(Γ0(N) , ∆0(N)) is generated over Q by the Hecke operators T (n) , n ∈
N.

Remark 4.4. We have

T (p`) =

{∑
1≤r≤`

[
Γ0(N)

( pr 0

0 p`−r

)
Γ0(N)

]
if gcd(p , N) = 1

T (1 , p`) =
[
Γ0(N)

(
1 0
0 p`

)
Γ0(N)

]
if p |N

When we work at a level N , we sometimes write TN(n) or TN(a , b) ∈
R(Γ0(N) , ∆0(N)).

For example, if N = 1, we find by (1) thatR(Γ0(N) , ∆0(N)) = Z[T1(p) , T1(p , p)]
and there is a surjective morphism:

R(1) −→ R(N)

T1(p) 7→ TN(p)

T1(p , p) 7→
{

TN(p , p) if gcd(p , N) = 1

0 if p |N
The relation in level 1

T1(m)T1(n) =
∑

d | gcd(m ,n)

dT1(d , d)T1

(mn

d2

)

induces the relation

TN(m)TN(n) =
∑

d | gcd(m ,n)

dTN(d , d)TN

(mn

d2

)
, (TN(d , d) = 0 if gcd(d , N) 6= 1) .
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Lemma 4.1.7. Let p be a prime number and ` ≥ 1.
(1)

T (p)T (1 , p`) =





T (1 , p`) + (p + 1)T (p , p) if gcd(p , N) = 1 , ` = 1

T (1 , p`+1) + pT (p , p)T (1 , p`) if gcd(p , N) = 1 , ` > 1

T (1 , p`+1) if p |N

(2)

T (p)T (p`) =

{
T (p`+1) + pT (p , p)T (1 , p`−1) if gcd(p , N) = 1

T (p`+1) if p |N

(3) If gcd(`m , `′m′) = 1, then

T (` , m)T (`′ ,m′) = T (``′ ,mm′) .

Remark 4.5. For gcd(p , N) = 1, the results are the same as in level 1 and
can be shown in the same way. So we may either adapt the proof or “think
adelically”. For p |N , there is only one formula to prove as T (p`) = T (1 , p`).

We need to show

T (p`)T (p) = T (p`+1) = T (1 , p`)T (1 , p) = T (1 , p`+1) .

By definition,

[
Γ0(N)

(
1 0
0 p`

)
Γ0(N)

][
Γ0(N)

(
1 0
0 p

)
Γ0(N)

]
=

∑
nθ

[
Γ0(N)θΓ0(N)

]

with

Γ0(N)
(

1 0
0 p`

)
Γ0(N) =

⊔
Γ0(N)θΓ0(N) .

But then for such θ, we have det(θ) = p`+1 and θ ∈ ∆0(N). Therefore,

Γ0(N)θΓ0(N) = Γ0(N)
(

1 0
0 p`+1

)
Γ0(N) .

So we get T (p`)T (p) = c · T (p`+1). We must prove the constant c = 1. By
the following lemma.4.1.8,

p` · p = deg(Tp`)deg(Tp) = c det(Tp`+1) = cp`+1 .

So we get c = 1.
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Lemma 4.1.8. If p |N , then

Γ0(N)
(

1 0
0 p`

)
Γ0(N) =

⊔

0≤n<p`

Γ0(N)
(

1 n
0 p`

)
.

In particular, deg(Tp`) = p`.

Proof. Let β =
(

a b
Nc d

)∈ Γ0(N)
(

1 0
0 p`

)
Γ0(N). As β ∈ ∆0(N), gcd(a , N) = 1.

The relation ad = bnc = p` implies that

gcd(a , Nc) = pr with 0 ≤ r < ` .

Since p - N and gcd(a , N) = 1, r = 0. Therefore, gcd(a , Nc) = 1 and there
exists γ1 ∈ Γ0(N) such that γ1 =

( ∗ ∗
−Nc a

)
and

γ1β =
( ∗ ∗
−Nc a

)(
a b

Nc d

)
=

(
1 n
0 p`

)
.

If we write n = ep` + m with 0 ≤ m < p`, then

γ2 =
(

1 −e
0 1

)∈ Γ0(N) and γ2γ1β =
(

1 m
0 p`

)
.

This shows
Γ0(N)

(
1 0
0 p`

)
Γ0(N) =

⋃

0≤n<p`

Γ0(N)
(

1 n
0 p`

)
.

This union is disjoint: if γ ∈ Γ0(N) is such that γ
(

1 m
0 p`

)
=

(
1 m′
0 p`

)
with

0 ≤ m, m′ < p`, then γ =
(

1 m′−m

p`

0 1

)
. This implies m ≡ m′ mod p` and

hence m = m′.

Proof of Prop.4.1.6. (1) It is a consequence of lemma.4.1.7 using induction
on `: the relation

T (1 , p`+1) = T (p)T (p`)−
{

(p + 1)T (p , p) if p - N , ` = 1

pT (p , p)T (1 , p`) if p - N , ` > 1
.

implies that if T (1 , p`) ∈ Z[T (1 , p) , T (p , p)], then T (1 , p`+1) ∈ Z[T (1 , p) , T (p , p)].
(2) is a consequence of the adelic description if gcd(m, n) and of the

relation T (pe)T (pf ) = T (pe+f ).
(3) is a consequence of (1) and the relation

pT (p , p) = T (p)2 − T (p2) ⇐⇒ T (p , p) =
T (p)2 − T (p2)

p
.
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4.2 Adèlic Interpretation

This section is devoted to the explanation of the principle “any relation for
T (m) in level 1 induces a similar relation for TN(m) if gcd(m, N) = 1”.

Let A = Af × R be the ring of adèles:
x ∈ A⇔ x = (xp)p≤∞ with xp ∈ Qp and for almost all p, x ∈ Zp .

We then define the topological groups GL2(A) and GL2(Af ). Let Ẑ =∏
p<∞ Zp , then GL2(Ẑ) =

∏
p<∞ GL2(Zp) is a maximal open compact sub-

group of GL2(Af ).

Let K =
∏

p<∞ Kp ⊂ GL2(Ẑ) be an open compact subgroup of GL2(Ẑ).
For all p À 0, Kp = GL2(Zp) and for all p, [GL2(Zp) : Kp] < ∞.

We suppose that for all p > 0, the map det : Kp −→ Z∗p is surjective.
We write Γ = K ∩GL2(Q)+ ⊂ GL2(Z)+ = SL2(Z), i.e,

Γ = { g ∈ GL2(Q)+
∣∣ gp ∈ Kp ,∀ p } .

Proposition 4.2.1. We have

Γ\H = GL2(Q)+\H×GL2(Af )/K

where GL2(Q)+ acts diagonally on H×GL2(Af )/K.

Proof. The strong approximation theorem says that SL2(Q) is dense in SL2(Af ).
As K∩SL2(Af ) is an open compact subgroup of SL2(Af ), SL2(Q)·K∩SL2(Af )
is open and dense. Therefore, SL2(Af ) = SL2(Q) · (K ∩ SL2(Af )).

We know also that

Q∗\A∗f/Ẑ∗ ∼= the class group of Z = { 1 }

then by the exact sequence

1 → 1 = SL2(Q)\ SL2(Af )/K∩SL2(Af ) → GL2(Q)\GL2(Af )/K
det→ Q∗\A∗f/Ẑ∗ = 1

we get GL2(Af ) = GL2(Q) ·K.
We write [z , gK] for an element of

S := GL2(Q)+\H×GL2(Af )/K .

Then g = gQ · k with gQ ∈ GL2(Q) , k ∈ K and [z , gK] = [g−1
Q z , 1 · K].

Therefore, any element of S has a representative of the form [z , 1 · K]. If
[z1 , 1 ·K] = [z2 , 1 ·K], then there exist k ∈ K and gQ ∈ GL2(Q)+ such that
z2 = gQz1 and gQ ∈ K ∩GL2(Q)+ = Γ. So we get S = Γ\H.
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If more generally, det(K) 6= Ẑ∗, then the connected components of S :=
GL2(Q)+\H×GL2(Af )/K are indexed by the finite set

GL2(Q)\GL2(Af )/K ∼= Q∗\A∗f/ det(K)

that is,

S =
∐
g∈R

Γg\H

where R is a system of representatives in GL2(Af ) for GL2(Q)+\GL2(Af )/K
and Γg = g−1Kg ∩GL2(Q)+.

Example 4.1. Let N =
∏

pnp and K0(N) =
∏

p|N K0(p
np)×∏

p-N GL2(Zp)
where

K0(p
np) = Kp := { k ∈ GL2(Zp)

∣∣ k ≡ ( ∗ ∗
0 ∗

)
mod pnp } .

Then det(Kp) = Z∗p and

GL2(Q)+\H×GL2(Af )/K0(N) = Γ0(N)\H .

We shall omit the proof of the following proposition, which uses the strong
approximation theorem.

Proposition 4.2.2. Let α ∈ GL2(Q), ΓαΓ =
∐

Γαi, KαK =
∐

βjK. Let

ψ : Γ\H ∼−→ GL2(Q)+\H×GL2(Af )/K

Γz 7→ ψ(Γz) := [z , 1 ·K] .

Then ψ([ΓαΓ] · Γz) = ψ(Γz) · [KαK] where

[ΓαΓ] · Γz =
∐

Γαiz and [z , gK] · [KαK] =
∐

[z , gβjK]

As a conclusion, we find that for N prime to p, to compute T1(p) or TN(p)
we just need to write out the coset decomposition of GL2(Zp)

(
1 0
0 p

)
GL2(Zp)

and this is independent of N .
We saw in level 1 the relation

T1(m)T1(n) =
∑

` | gcd(m ,n)

`T1(` , `)T1

(mn

`2

)

and this is formally equivalent to the existence of an Eulerian product

∞∑
n=1

T1(n)s−s =
∏

p

(
1− T1(p)p−s + T1(p , p)p1−2s

)−1
.
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In level N , we obtain the relation

TN(m)TN(n) =
∑

` | gcd(m ,n) gcd(` ,N)=1

`TN(` , `)TN

(mn

`2

)

which is formally equivalent to

∞∑
n=1

TN(n)s−s =
∏

p-N

(
1−TN(p)p−s+TN(p , p)p1−2s

)−1×
∏

p |N

(
1−TN(p)p−s

)−1
.

4.3 Eigenfunctions

Recall that if f ∈ S2k

(
Γ0(N) , χ

)
, α ∈ ∆0(N) and Γ0(N)αΓ0(N) =

∐
v Γ0(N)αv,

then

[Γ0(N)αΓ0(N)] · f(z) = det(α)k−1
∑

v

χ̃(αv)f |2kαv(z) =
det(α)k

(cz + d)2k
f(α · z) .

If gcd(` , N) = 1, then

T (` , `)f = `2k−1χ(`)f .

Theorem 4.3.1. (1) Let f ∈ S2k

(
Γ0(N) , χ

)
. Write f =

∑
n≥1 cne

2iπnz.
Suppose that c1 = 1 and that f is an eigenfunction of all the Hecke operators
T (n) and T (` , `) for gcd(n , N) = gcd(` , N) = 1. Then

L(f , s) =
∑
n≥1

cn

ns
=

∏

p-N

(
1− cpp

−s + χ(p)p2k−1−2s
)−1 ×

∏

n |N∞
cnn

−s

(2) There exists a basis of S2k

(
Γ0(N) , χ

)
of eigenfunctions of the T (n) , T (`)

with gcd(n , N) = gcd(` , N) = 1.
(3) If f is an eigenfunction of all the operators T (n), then c1 6= 0. If we

normalized f by c1 = 1, then we have the Eulerian product

L(f , s) =
∏

p-N

(
1− cpp

−s + χ(p)p2k−1−2s
)−1 ×

∏

p |N∞

(
1− cpp

−s
)−1

.

Lemma 4.3.2. Let f(z) =
∑

n≥1 cne
2iπnz ∈ S2k

(
Γ0(N) , χ

)
and Tmf(z) =∑

n≥1 bne
2iπnz, then b1 = cm.
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Proof. If gcd(m, N) = 1, the proof given for SL2(Z) will give

bn =
∑

d | gcd(m ,n)

χ(d)d2k−1cmn/d2 .

In particular, b1 = cm.
Using the fact Tmn = TmTn for gcd(m, n) = 1, we just need to study Tpe

for p |N . From the decomposition

Γ0(N)
(

1 0
0 pe

)
Γ0(N) =

∐
o≤m<pe

Γ0(N)
(

1 m
0 pe

)
,

we get

Tpef =
[
Γ0(N)

(
1 0
0 pe

)
Γ0(N)

]
f = pe(k−1)

pe−1∑
m=0

pek

p2ek
f
(z + m

pe

)

=p−e
∑
n≥1

cn

( pe−1∑
m=0

e2iπn z+m
pe

)

=p−e
∑
n≥1

cne
2iπnz/pe( pe−1∑

m=0

e2iπnm/pe)

=
∑
n≥1

cnpee2iπnz

which implies immediately b1 = cp6e.

Proof of theorem.4.3.1. If c1 = 1 and Tmf = λmf , then by the above lemma
λm = cm. As T (p , p)f = χ(p)p2k−2f , the relation

∞∑
n=1

TN(n)n−s =
∏

p-N

(
1− TN(p)p−s + TN(p , p)p1−2s

)−1 ·
∏

p |N

(
1− TN(p)p−s

)−1

induces the relation

L(f , s) =
∏

p-N

(
1− TN(p)p−s + χ(p)p2k−1−2s

)−1·




∏
p |N

(
1− TN(p)p−s

)−1
if f is an eigenfunction of T (p) , p |N∏

n |N cnn
−s if f is an eigenfunction of T (n) and

T (p , p) , gcd(n , N) = gcd(p , N) = 1

If f is an eigenfunction of all the TN(n), the for all n ∈ N, cn = λc1 where
TN(n)f = λnf . Therefore, if c1 = 0 then f = 0.
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Main questions on this topic are concerning the existence of eigenfunctions
of all the T (n), or at least that of eigenfunctions of all the T (n) , gcd(n , N) =
1 but with c1 = 1.

4.4 Primitive Forms

To simplify the exposition, let’s work with S2k

(
Γ0(N)

)
= S2k

(
Γ0(N) , 1

)
where 1 is the trivial character.

Lemma 4.4.1. Let f ∈ S2k

(
Γ0(N)

)
and ` ∈ N∗. Then

g`(z) := f(`z) ∈ S2k

(
Γ0(N`)

)
.

Proof. Write δ` =
(

` 0
0 1

)
, g = f |2kδ` so that g(z) = `kf(`z). Let γ =

(
a b

c`N d

)∈
Γ0(N`), then γ`γγ−1

` ∈ Γ0(N). Thus,

g|2kγ = (f |2kδ`)γ = (f |2kδ`γδ−1
` )δ` = f |2kδ` = g .

So we have g ∈ S2k

(
Γ0(N`)

)
.

For all M |N and all ` | N
M

, we write

ΨM,N,` : S2k

(
Γ0(M)

) −→ S2k

(
Γ0(N)

)
; f(z) 7→ f(`z) .

where we use the natural injections S2k

(
Γ0(m)

) ⊂ S2k

(
Γ0(m

′)
)

if m |m′.

Definition 4.4. Let Sold
2k

(
Γ0(N)

)
be the subvectorspace of S2k

(
Γ0(N)

)
gen-

erated by the ΨM,N,`

(S2k(Γ0(M))
)

for all M |N ,M 6= N and ` | N
M

. A form
in Sold

2k

(
Γ0(N)

)
is called an old form .

Let Snew
2k

(
Γ0(N)

)
be the orthogonal of Sold

2k

(
Γ0(N)

)
for the Petersson’s

scalar product. A form in Snew
2k

(
Γ0(N)

)
is called a new form or primitive

form .

We write S2k(N) = S2k

(
Γ0(N)

)
from here on.

Lemma 4.4.2. Let M |N , ` | N
M

and n ∈ N∗ such that gcd(n , N) = 1. Then
the diagram

S2k

(
Γ0(M)

) TM (n)−−−→ S2k

(
Γ0(M)

)

ΨM,N,`

y
yΨM,N,`

S2k(N)
TN (n)−−−→ S2k(N)

is commutative.
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Proof. This is clear for the adèlic point of view. To compute TN(n) or TM(n),
we write these operators as a sum of double cosets which can be decom-
posed as products of double cosets of the form GL2(Zp)

(
m′ 0
0 m

)
GL2(Zp) with

gcd(N , pm′m) = 1 and m′m = n, and the right coset decomposition in level
M is the same as the decomposition in level N .

We then get the following immediately.

Lemma 4.4.3. Let Sold
2k (N) is stable by the Hecke operators T (n) for all n

such that gcd(n , N) = 1.

As T (n) is a self-adjoint operator (T ∗(n) = χ(n)T (n) = T (n)), we see
that Snew

2k (N) is also stable by the Hecke operators TN(n) , gcd(n , N) = 1.

We state without proof the following theorem.

Theorem 4.4.4 (Multiplicity One Theorem). Let f ∈ Snew
2k

(
Γ0(N)

)
and

g ∈ S2k

(
Γ0(N)

)
be some eigenfunctions of all the Hecke operators TN(n) for

gcd(n , N) = 1. Write f =
∑

n≥1 an(f)qn , g =
∑

n≥1 an(g)qn. If ∀ n such
that gcd(n , N) = 1, T (n)f = λnf ; T (n)g = λng, then g = λf .

Theorem 4.4.5. Snew
2k

(
Γ0(N)

)
admits a basis of eigenfunctions forR(

Γ0(N) , ∆0(N)
)

(i.e, for all the Hecke operators ).

Proof. As Snew
2k

(
Γ0(N)

)
is stable by the T (n) , gcd(n , N) = 1, there exists a

basis of Snew
2k

(
Γ0(N)

)
of eigenfunctions of all the TN(n) , gcd(n , N) = 1.

Let f ∈ Snew
2k

(
Γ0(N)

)
be such an eigenfunction and let T ∈ R(

Γ0(N) , ∆0(N)
)
,

then g = Tf ∈ S2k

(
Γ0(N)

)
. For all n such that gcd(n , N) = 1,

Tng = TnTf = TTnf = λnTf .

Therefore, g is an eigenfunction of all the Hecke operators T (n) , gcd(n , N) =
1 with the same eigenvalues as f . By theorem.4.4.4, g = cΓf = Tf . There-
fore, f is an eigenfunction of T .

Lemma 4.4.6. The vector space Sold
2k

(
Γ0(N)

)
can be generated by the

∑

M |N , M<N

∑

` | N
M

ΨM,N,`

(Snew
2k

(
Γ0(M)

))
.

Proof. Exercise.
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Theorem 4.4.7. Let Bnew
M be the basis of Snew

2k

(
Γ0(N)

)
of normalized eigen-

function of R(
Γ0(N) , ∆0(N)

)
. Then S2k

(
Γ0(N)

)
admits the basis

B =
∐

` | N
M

∐

f∈Bnew
M

{ f(`z) } .

If f ∈ Bnew
N , f =

∑
n≥1 an(f)qn =

∑
n≥1 anq

n, then

L(f , s) =
∏

p-N

(
1− app

−s + p2k−1−2s
)−1

∏

p |N

(
1− app

−s
)−1

.

Remark 4.6. If f ∈ BnewM and ` | N
M

, f(z) =
∑

n≥1 ane
2iπnz, then

f(`z) =
∑
n≥1

ane
2iπn`z =

∑
n≥1

cne
2iπnz with

{
cn = 0 if ` - n
cn = an/` if ` |n

In particular, c1 = 0 if ` 6= 1.

Remark 4.7. It’s not hard to prove that L(f , s) admits analytic continua-
tion and a functional equation relating L(f , 2k − s) and L(f , s).
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Chapter 5

Modular Equation for X0(N)

In this chapter, we would like to construct a natural curve C over Q (defined
by an equation F (X ,Y ) = 0 for someQ[X ,Y ]) such that C⊗QC is birational
equivalent to X0(N)C ∼= Γ0(N)\H∗.

5.1 The Modular Equation

5.2 The Curve X0(N) over Q
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CHAPTER 6. ELLIPTIC CURVES

Chapter 6

Elliptic Curves

6.1 Review of Algebraic Varieties over a Field

K

6.1.1 Algebraic Varieties

6.1.2 The Case of Curves

6.1.3 Differential Forms

6.1.4 Local Ring on a Curve

6.1.5 The Riemann-Roch Theorem

6.2 Elliptic Curves
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Appendix A

Final Exam (3 Hours)

Problem 1.
(I-1) Let p be a prime number. Show that the matrices

(
1 0
0 1

)
and

(
0 1
−1 j

)
for j such that 1 ≤ j ≤ p is a system of representatives of Γ0(p)\Γ0(1).

(I-2) Compute the number µ∞ of cusps of X0(p) and the ramification
indexes of the canonical morphism X0(p) → X0(1) at these cusps.

We recall that the elliptic points of X0(1) are the images of i and ρ = 1+i
√

3
2

in X0(1) and that

FixSL2(Z)(i) = ±〈
(

0 1
−1 0

)
〉 and FixSL2(Z)(ρ) = ±〈

(
0 1
−1 1

)
〉

(I-3) Prove that the set of elliptic points of order 2 of Γ0(p) is in bijection
with the set of solutions in Z/pZ of the equation X2 = −1. Prove that the
set of elliptic points of order 3 of Γ0(p) is in bijection with the set of solutions
in Z/pZ of the equation X2 + X + 1 = 0.

Let µi be the number of elliptic points of order i of Γ0(p). For an integer
a prime to p we write

(
a
p

)
the integer 1 (resp. −1) if a is (resp. is not) a

square modulo p . Show that µ2 = 1 +
(−1

p

)
, µ3 = 1 +

(−3
p

)
if p 6= 3 and

compute µ3 for p = 3.
(I-4) Give the formula for the genus gp of X0(p) and determine the set of

prime numbers p such that gp = 0.

(II) Let f be a function on the upper half plane H and γ =
(

a b
c d

)∈
GL2(R)+ . For all integer k we define the function f |kγ(z) on H by the
formula

f |kγ(z) :=
det(γ)k

(cz + d)2k
f(γ · z) .
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APPENDIX A. FINAL EXAM (3 HOURS)

Let A be a ring F =
∑

n≥0 anq
n a formal series with coefficients in A . Let

F |U be the formal series

F |U =
∑
n≥0

apnq
n .

(II-1) Show that for all γ , γ′ in GL2(R)+ , (f |kγ)γ′ = f |kγγ′.
We suppose from now that f is a weight 2k cuspidal modular form for

Γ0(p).
(II-2) Let W be the matrix W =

(
0 −1
p 0

)
. Show that f |kW ∈M2k

(
Γ0(p)

)
.

(II-3) Let γ1 , · · · , γp+1 be a system of representatives of Γ0(p)\ SL2(Z)
and f ∈M2k

(
Γ0(p)

)
. Show that the function

Tr(f) =

p+1∑
j=1

f |kγj

is independent of choice of the γi and is a weight 2k modular form for SL2(Z) .
(II-4) Let f =

∑
n≥0 anq

n and f |kW =
∑

n≥0 bnq
n be the Fourier expan-

sions of f and f |kW . Show that

Tr(f) =
∑

anq
n + p1−k

∑
bpnq

n = f + p1−k(f |kW )|U .

(II-5) Show that Tr(f |kW ) = f |kW+p1−kf |U and that f |U ∈M2k

(
Γ0(p)

)
.

(II-6) We suppose in this question that f ∈ M2k

(
Γ0(1)

) ⊂ M2k

(
Γ0(p)

)
.

Show that
Tr(f |kW ) = p1−kTpf .

(II-7) We assume that k = 1. Show that f |kW = −f |U . We write
Tp.f = f |U . Show that for all n not divisible by p and all f ∈ M2k

(
Γ0(p)

)
,

TnTp.f = TpTn.f and T 2
p .f = f . Deduce from this that M2k

(
Γ0(p)

)
has a

basis of eigenforms for Tp and the Hecke operators Tn with n prime to p .
(II-8) Let {λn} be a set of complex numbers indexed by the set of integers

n prime to p. Show that the space of weight 2 modular forms for Γ0(p) which
are eigenforms for all the Tn with n prime to p with assoicated eigenvalues
λn is of dimension at most 1. Let f =

∑
n≥1 anq

n be such a non zero cuspidal
form. Show that a1 6= 0. We suppose that a1 = 1, show that ap = ±1 and
that for all n ∈ N , apn = apan. Show that the L-function L(f , s) =

∑
n≥1

an

ns

has an Eulerian product and give an explicit form of this product.

Problem 2.
(0) Recall the definition of a supersingular elliptic curve defined over a

field of characteristic p > 0. Show that up to isomorphism there are at most
finitely many such curves over the algebraic closure Fp of Fp.
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If X is a finite set, the cardinality of X is written as |X|. Let K = Fq be
a finite field of characteristic p > 3 and

χ : K∗ −→ {±1 }

the unique non trivial character of K∗ of order 2. We define χ(0) by χ(0) = 0.
Let E be an elliptic curve over K given by a Weierstrass equation of the form

y2 = x3 + ax2 + bx + c = f(x)

for a polynomial f(x) without multiple roots.
(1) Show that

|E(Fq)| = 1 + q +
∑

x∈Fq

χ(f(x))

and deduce that ∣∣ ∑

x∈Fq

χ(f(x))
∣∣ ≤ 2

√
q .

(2) Compute for all k ∈ N the sum
∑

x∈Fq
xk .

(3) Let Aq be the coefficient of xq−1 in f(x)
q−1
2 . Show the following

equality between elements of the field Fq :

∣∣E(Fq)
∣∣ = 1− Aq .

(4) Let φq be the Frobenius endomorphism of E. Show that

∣∣E(Fq)
∣∣ = 1 + q − a with a = 1− deg(1− φq) + deg(φq) .

(5) Show that E is supersingular if and only if Aq = 0 .

(6) Let Ap be the coefficient of xp−1 in f(x)
p−1
2 . Show that E is supersin-

gular if and only if Ap = 0 .
(7) Let EQ be the elliptic curve over Q with equation y2 = x3 +x. Deter-

mine the set of prime numbers p ≥ 5 such that EQ has good supersingular
reduction.

The End.
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adjoint correspondence, 61
arithmetic groups, 8
arithmetic lattice, 63
associated differential form, 17

canonical divisor, 19
commensurable, 5
complex structure, 13
conductor, 3
conductor of a character, 68
congruence group, 8
congruence subgroup, 1, 66
cusp, 11
cuspidal, 25

degree, 18
degree (of a meromorphic function),

18
Dirichlet character, 67
divisors, 18

effective, 18
elliptic, 11

Fundamental domain, 10

holomorphic, 17
holomorphic differential form, 17
hyperbolic, 11

lattice function of weight 2k, 31
linearly equivalent, 19
local chart, 13

Mellin transform, 51

meromorphic, 17
meromorphic differential form, 17
meromorphic modular form, 25
modular correspondence, 61
modular form, 4
modular function, 24
modular group, 8

new form, 84

old form, 84

parabolic, 11
Petersson inner product, 35
Poincaré measure, 34
Poincaré metric, 34
Poincaré series, 35
primitive Dirichlet character, 68
primitive form, 84
principal divisors, 18
properly discontinuously, 1

ramification index, 21
ramification point, 21
Riemann surface, 13
Riemann Zeta function, 3
Riemann-Hurwitz Formula, 21

weight 2k modular form, 25
width, 17
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