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Abstract. We define and study the universal norm distribution in this pa-

per, which generalizes the well studied universal ordinary distribution by Ku-
bert [4, 5]. We display a resolution of Anderson type for the universal norm

distribution. Furthermore, we prove a general index formula between different
universal norm distributions. As a special case, this general index formula
recovers the hard calculation in Sinnott’s Annals paper [7].

1. Introduction

In his famous paper [7], Sinnott successfully obtained the index formulas of
Stickelberger ideal and circular units in cyclotomic fields, which generalized the
results of Kummer and Iwasawa. Let Gr = Gal(Q(µr)/Q) and R = Z[Gr]. Let
c be the complex conjugation and let J = {1, c}. For any ideal θ ∈ R and a
given R-module M , let Mθ be the submodule of M annihilated by θ. In [7],
Sinnott introduced a Gr-lattice U inside Q[Gr], for which we call Sinnott’s module.
Sinnott’s index calculation in [7], in a large part, is the calculation of the indices
(Rθ : Uθ) for θ = (0) and θ = (1 + c) and of the cohomology group Ĥ∗(J, U).

Sinnott’s module U has been observed by Kubert [4] as a realization of the
universal ordinary distribution Ur. Recently Anderson(see Appendix of Ouyang [6])
discovered a resolution (L•r , d) for Ur where L•r is a torsion free finite graded Gr-
module and d is Gr-compatible. We call L•r Anderson’s module for Ur.

We develop general theory of universal norm distributions in this paper, with
Ur and R as special cases. Each universal norm distribution Un,r is shown to
have similar properties as of Ur. In particular, Anderson’s module L•r , equipped
with a Gr-compatible differential dn, is a resolution for Un,r(Theorem 3.3). As
an application, we compute the J-cohomology of Un,r in Proposition 3.6. Our
approach gives simpler proofs of Kubert’s classical results in [4, 5].

For the space V •
r = Q⊗ L•r , we find a connecting isomorphism φn1,n2,r between

(V •
r , dn1) and (V •

r , dn2) for any two differentials dn1 and dn2 . Through this iso-
morphism, φn1,n2,rUn1,r is a lattice in Q⊗ Un2,r. In the special case of Ur and R,
Sinnott’s module U is exactly the image of Ur in Q[Gr]. In Theorem 4.1, we prove
a general index formula (4.1) for the index (Uθ

n2,r : φn1,n2,rU
θ
n1,r) for θ an arbitrary

ideal in R. Moreover, the terms in the general formula (4.1) is interpreted as the
orders of E2-terms of certain spectral sequences. With our previous calculation of
the J-cohomology of Un,r, we are able to recover the indices of Sinnott.
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The universal norm distribution is actually quite common in number theory. For
example, the integer ring of Q(µr) is also one of the universal norm distributions.
Moreover, in a separated paper, we are going to study the universal Euler system,
which is also a special type of universal norm distributions. Furthermore, without
any extra difficulty, one can develop the theory of universal norm distributions and
handle the index calculation in the function field case.

This paper is based on the working note [2] of my advisor, Professor Greg W.
Anderson. The material which is discussed in § 2 of this paper is essentially from [2].
I also benefit greatly from numerous discussions with him. I thank him sincerely.
This paper was finished when I was visiting I.H.E.S. I thank it for its hospitality. I
also thank the referee for many helpful comments.

2. The regulator map reg(A,B, λ)

2.1. Sinnott’s symbol. Let A and B be lattices in a finite dimensional vector
space V over F where F = Q or R. Necessarily there exists some F-linear automor-
phism φ of V such that φ(A) = B. Put

(A : B)V := |detφ|,

which is a positive real number independent of the choice of φ. We call it the
Sinnott symbol of A to B. Note that

(1). For lattices A, B ⊆ V , if B ⊆ A, then (A : B)V = #(A/B).
(2). Given lattices A, B, C ⊆ V , then (A : B)(B : C) = (A : C).
(3). Let f : V1 → V2 be an isomorphism of vector spaces. Let A and B be

lattices in V1, then (A : B)V1 = (f(A) : f(B))V2 .
For more results about the Sinnott symbol, see Sinnott [7] and [8].

2.2. The regulator map reg(A,B, λ). Given a finitely generated abelian group
A, we denote the tensor product A ⊗ F by FA. Suppose we are given two finitely
generated abelian groups A and B, and an F-linear isomorphism λ : FA

∼→FB.
Choose free abelian subgroups A′ ⊆ A and B′ ⊆ B of finite index. Then A′ and B′

are of the same rank and hence isomorphic. Choose any isomorphism φ : B′ ∼→A′;
it can be naturally extended to an isomorphism Fφ : FB′ ∼→FA′. Make the evident
identification FA′ = FA and FB′ = FB. Now put

(2.1) reg(A,B, λ) :=
|det Fφ ◦ λ| ·#B/B′

#A/A′ ,

which is a positive real number independent of the choice of A′, B′ and φ. We call
reg(A,B, λ) the regulator of λ with respect to A and B. We often write it reg λ in
abbreviation. Here we calculate a few examples of the regulator:

(1). If both A and B are finite, then reg(A,B, 0) = #B/#A.
(2). Let f : A → B be any homomorphism of finitely generated abelian groups

with finite kernel and cokernel, then reg(A,B, Ff) is # coker f/# ker f .
(3). Let A, B and C be finitely generated abelian groups. Let λ : FA

∼→FB and
µ : FB

∼→FC be F-linear isomorphisms. Then reg µ ◦ λ = reg µ · reg λ.
(4). Let V be a finite dimensional F-vector space. Let A,B ⊆ V be lattices.

Let α : FA
∼→V and β : FB

∼→V be the natural isomorphisms induced by
the inclusions A ⊆ V and B ⊆ V respectively. Then reg(A,B, β−1 ◦ α) =
(B : A)V .
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2.3. Passing to cohomology. Consider bounded complexes of finitely generated
abelian groups (A, dA), (B, dB) and an isomorphism λ : FA

∼→FB. λ naturally
induces an isomorphism Hi(λ) : Hi(FA)∼→Hi(FB) for every degree i. Note also
that FHi(A) = Hi(FA) and FHi(B) = Hi(FB). Then we have

Proposition 2.1. With the hypotheses above, then

(2.2)
∏

i

(reg λi)(−1)i

=
∏

i

(reg Hi(λ))(−1)i

.

Proof. First we claim that there exist subcomplexes A′ ⊆ A and B′ ⊆ B satisfying
the following conditions:

(1). A′i and B′i are free abelian groups of the same rank as Ai for all i;
(2). Hi(A′) and Hi(B′) are torsion free for all i;
(3). A′ and B′ are isomorphic complexes of abelian groups.
(4). The sequences

0 → Hi(A′) → Hi(A) → Hi(A/A′) → 0

0 → Hi(B′) → Hi(B) → Hi(B/B′) → 0
are exact for all i.

To prove the claim, let’s first construct A′ satisfying (1) and (2). Without loss
of generality we suppose that Ai = 0 for i > 0. Consider the subgroup dA(A−1)
of A0. Let {e1, · · · , et} be a maximal independent set in dA(A−1). Enlarge it
to a maximal independent set E0 of A0 and let A′0 be the subgroup generated
by E0. Then A0/A′0 is finite. Now for each i, 1 ≤ i ≤ t, find fi ∈ A−1 such
that dA(fi) = ei. Find a maximal independent set in dA(A−2) and enlarge it to
a maximal independent set E1 in ker(dA : A−1 → A0). E1 and {f1, · · · , ft} are
independent to each other in A−1 and the subgroup generated by the union is of
full rank in A−1. Let it be A′−1. Continuing this process, we obtain a subcomplex
A′ of A which satisfies (1) and (2).

Similarly we construct a subcomplex B′ of B satisfying (1) and (2). But (3) and
(4) follow easily from (1) and (2). Hence we proved the above claim. Now choose
an isomorphism φ : B′ → A′ of complexes. We have∏

i

(reg λi)(−1)i

=
∏

i

(
|det Fφi ◦ λi| ·#(B/B′)i

#(A/A′)i

)(−1)i

=
∏

i

(
|det FHi(φ) ◦Hi(λ)| ·#Hi(B/B′)

#Hi(A/A′)

)(−1)i

=
∏

i

(reg Hi(λ))(−1)i

.

Here we use the facts: (1). If A is a complex of finite abelian groups, then∏
i

(#Hi(A))(−1)i

=
∏

i

(#Ai)(−1)i

;

(2). If V is a complex of F-vector spaces, φ is an automorphism of V , then∏
i

|det φi|(−1)i

=
∏

i

|detHi(φ)|(−1)i

.

�
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3. The universal norm distribution

3.1. Definition. Let r be a positive integer. We call the factor f | r a stalk of
r if f and r/f are prime to each other, i.e., (f, r

f ) = 1. For every factor f of r,
we denote by f̃ the smallest stalk of r dividing f . In particular, p̃ is the largest
p-power dividing r. We denote by f |s r if f is a stalk of r. For f |s r, we define
deg f as the number of prime factors of f . Let

T ′
r := {a

r
∈ 1

r
Z/Z : (a, r) = 1}, Tr =

⋃
f |s r

T ′
f .

We let Ar be the free abelian group with basis of symbols {[a] : a ∈ Tr}. For any
σt ∈ Gr = Gal(Q(µr)/Q), set σt([a]) = [ta], this makes Ar a Gr-module. Moreover,
the submodule A′

f generated by {[a] : a ∈ T ′
f} is a free Z[Gf ] of rank 1. We regard

Gf as the subgroup Gal(Q(µr)/Q(µr/f )) of Gr and denote by Nf ∈ Z[Gr] the norm
of Gf .

For any prime p | r, let Frp be the Frobenius of p in Gr/p̃ ⊆ Gr. Let n =
{n(p;x)}p|r where n(p;x) is a polynomial in x with integer coefficients. Let

Xp̃[
a

f
] := n(p; Fr−1

p )[
a

f
]−Np̃[

a

fp̃
], f |s r, p - f, (a, f) = 1

be a Gr-operator from Ar/p̃ to Ar. Moreover, Let X1 = 1 and for every 1 6= g |s r,
let Xg :=

∏
p|g Xp̃, which is a Gr-operator from Ar/g to Ar. Let Dn,r be the

Gr-submodule generated by Xp̃Ar/p̃ for all primes p | r and let Un,r = Ar/Dn,r.
We call Un,r the universal norm distribution of level r defined by n. In brevity, we
call n a norm distribution.

3.2. Basic Properties. For any x ∈ Q/Z, let r be its order. Then one can uniquely
write

x ≡
∑
p|r

xp

p̃
mod Z, 0 < xp < p̃, p - xp.

Say x ∈ Bn if there exist exactly n primes p such that xp = 1(assume 0 ∈ B0).
Thus we make Q/Z the disjoint union of Bn for n ≥ 0. We have

Proposition 3.1. (i). Ar possesses a Z-basis

{Xf [a] : a ∈ Tr/f ∩B0, f |s r}.
(ii). For any n, Un,r is a free abelian group of rank |Gr| with a basis {[a] : a ∈

Tr ∩B0}.
(iii). If r is 2 mod 4, then Un,r = Un,r/2.
(iv). If for all p | r, one has n(p;x) = 1 − x, then Un,r = Ur, the universal

ordinary distribution of level r;
(v). If for all p | r, n(p;x) = 1, then Un,r = Z[Gr].

Proof. (i). On one hand, the number of elements in this set is∑
f |sr

∑
g|s r

f

∏
p|g

(|Np̃| − 1) =
∏
p|r

(|Np̃|+ 1)

which is the Z-rank of Ar. On the other hand, if x ∈ Tr ∩ Bn for n > 0, suppose
that x ∈ T ′

g and let p | g be a prime for which xp = 1, then

[x] = −Xp̃[p̃x] + n(p; Fr−1
p )[p̃x]− (Np̃ − 1)[x].
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This identity tells us that

Ar ∩ 〈Bn〉 ⊆
∑
p|r

Xp̃Ar/p̃ +
∑
p|r

Ar/p̃ + Ar ∩ 〈Bn−1〉

where 〈Bn〉 denotes the free abelian group generated by Bn. Now by induction, the
given set generates Ar.

(ii). Clearly from (i).
(iii). This follows immediately from the fact that for any odd f ,

[
1
2f

] = n(2; Fr−1
2 )[

1
f

]−X2[
1
f

].

(iv). For n(p;x) = 1− x, recall that Ur is the quotient of Ãr = 〈[a] : a ∈ 1
r Z/Z〉

by relations
[a]−

∑
pb=a

[b], a ∈ p

r
Z/Z.

One define π : Ãr → Un,r to be the Gr-homomorphism by

[
1
f

] 7−→
∑

0≤a≤ f̃
f −1

[
af + 1

f̃
].

Certainly π is surjective. One can check π factors through Ur. But Ur and Un,r

has the same rank as free abelian groups, thus π induces an isomorphism.
(v). We define a Gr homomorphism π′ : Ar → Z[Gr] by sending [ 1

f ] to Nr/f

for each f |s r. It is easy to check π′ is surjective and factors through Un,r for
n(p;x) = 1. Now by (ii), π′ is an isomorphism from Un,r to Z[Gr]. �

Remark 3.2. (1). In the sequel, we assume that r is not 2 mod 4.
(2). We call n ordinary if n(p;x) = 1 − x for all p | r. We call n trivial if

n(p;x) = 1 for all p | r. Another important norm distribution is n(2, x) = 0 and
n(p;x) = −x for p 6= 2. In this case Un,r is isomorphic to the additive integer ring
OQ(µr). Following Anderson, we call it the universal predistribution.

3.3. Anderson’s resolution of Un,r. For any g |s r and p | r, we let ω(p, g) =
(−1)j−1 if p is the j-th smallest prime factor of g and let ω(p, g) = 0 if p - g. Let
Lr be the free abelian group generated by symbols

{[a, g] : a ∈ Tr/g, g |s r}.
We set deg[a, g] = −deg g = −|{p : p | g}| and set σt[a, g] = [ta, g], thus Lr becomes
a graded Gr-module. We write it as L•r . Given a distribution n; one let

dn[
1
f

, g] =
∑
p|g

ω(p, g)
(
n(p; Fr−1

p )[
1
f

,
g

p̃
]−Np̃[

1
fp̃

,
g

p̃
]
)

and extends it by Gr-action. One can check that d2
n = 0. Thus dn is a differential

of degree 1.

Theorem 3.3. One has Hn(L•r , dn) = 0 for n 6= 0. For n = 0, H0(L•r , dn) is
isomorphic to Un,r by [x, 1] 7→ [x].

Proof. This is a theorem of Anderson in the case universal ordinary distribution.
One check Appendix A of Ouyang [6] for the proof. The general case has no extra
difficulty. �
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Remark 3.4. By this theorem, we call the underlying module L•r Anderson’s module
of level r and (L•r , dn) Anderson’s resolution of Un,r.

Corollary 3.5. The Q[Gr]-module Q⊗Z Un,r is a free Q[Gr]-module of rank 1.

Proof. One studies the characters of Q[Gr]-representations in Q⊗ L•r . �

3.4. The J-cohomology of Un,r. Let J = {1, c} ⊂ Gr where c is the complex
conjugation. As an application of Theorem 3.3, we compute the Tate cohomology
Ĥ(J, Un,r) by using Anderson’s resolution (Lr, dn). We study the spectral sequence

Ep,q
2 = Hp

dn
(Ĥq(J, L•r)) ⇒ Ĥp+q(J, Un,r).

For f , g stalks of r such that (f, g) = 1, we write [T ′
f , g] the Gr-submodule generated

by {[a, g] : a ∈ T ′
f}. Then [T ′

f , g] is a free Z[J ]-module if f 6= 1, thus Ĥq(J, [T ′
f , g]) =

0 for f 6= 1. For f = 1, if q odd, we still get Ĥq(J, [T ′
f , g]) = 0. For q even, we get

one copy of Z/2Z. Thus for q even, the complex Ĥq(J, L•r) is the graded complex⊕
g|sr

Z/2Z[g], deg[g] = −deg g,

and the differential d̄n induced by dn is given by

d̄n[g] =
∑
p|g

ω(p, g)n(p; 1)[g/p̃].

If all n(p; 1) are even, then d̄n = 0. Now suppose that there is a prime p1 | r such
that n(p1; 1) odd. Let d̄n,p : [g] 7→ ω(p, g)n(p; 1)[g/p̃]. Then d̄n =

∑
p|r d̄n,p. One

checks that d̄2
n,p = 0 and d̄n,pd̄n,p′ + d̄n,p′ d̄n,p = 0 for p, p′ prime factors of r. The

assumption n(p1; 1) odd means that the complex Ĥq(J, L•r) is actually d̄n,p1-acyclic
and hence d̄n-acyclic. In conclusion, one has

Proposition 3.6. For the spectral sequence Hp
dn

(Ĥq(J, L•r)) ⇒ Ĥp+q(J, Un,r), one
has

(i). If for all p | r, n(p; 1) is even, then

Ep,q
1 = Ep,q

2 =

{⊕
deg g=−p Z/2Z[g], if q even;

0, if q odd.

In this case the spectral sequence degenerates at E1. Ĥn(J, Un,r) = (Z/2Z)2
deg r−1

for n ∈ Z.
(ii). if there exists a prime p | r with n(p; 1) odd, then Ep,q

2 = 0 for all p, q. In
this case Ĥn(J, Un,r) = 0.

Proof. The only thing we need to prove is the degeneration of E1-terms of the
spectral sequence in case (i). In that case, If we let SL•r be the submodule of
L•r generated by [a, g], a ∈ Tr/g\{0} for all g |s r. Then SL• is dn-stable and
the quotient module QL•r has induced differential 0. Hence the spectral sequence
Hp

0 (Ĥq(J,QL•r)) degenerates at E1. We have Ĥq(J, L•r) ∼= Ĥq(J,QL•r), i.e., the
Ep,q

1 -terms of the two spectral sequences are isomorphic. Basic theory of spectral
sequence tells us the degeneration of Hp

dn
(Ĥq(J, L•r)) ⇒ Ĥn(J, Un,r) at E1. �
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Remark 3.7. (1).If for all p | r, n(p; 1) is even, we call n of J-type I; if there exists
p | r such that n(p; 1) odd, we call n of J-type II.

(2). For the universal ordinary distribution, the results in this section are well-
known, see for example, Kubert [4, 5] and Washington [9]. Our approach here
follows the ideas from Anderson [1, 3].

4. Index calculation

4.1. The connecting homomorphism φn1,n2,r. Given two distributions n1 and
n2. We define a Gr-automorphism of Q⊗ L•r := V •

r by

φn1,n2,r : [
1
f

, g] 7−→
∑
f ′|sf

(−1)deg f ′
∏
p|f ′

n2(p; Fr−1
p )− n1(p; Fr−1

p )
|Np̃|

[
f ′

f
, g].

Immediately one see the determinant of φn1,n2,r is 1 when restricting to every
grade component of V •

r . By straightforward calculation, one see that φn2,n1,r is the
inverse of φn1,n2,r and

φn1,n2,rdn1 = dn2φn1,n2,r.

This homomorphism thus induces an isomorphism from Q⊗Un1,r to Q⊗Un2,r, we
still write it as φn1,n2,r. Then φn1,n2,r(Un1,r) is a lattice in Q⊗Un2,r. In particular,
for n2 trivial, then φn1,n2,r induces an isomorphism

φn1,r : Q⊗ Un1,r −→ Q[Gr]

[
1
f

] 7−→ Nr/f

∏
p|f

(
1−

(1− n1(p; Fr−1
p ))Np̃

|Np̃|

)
By this way, we give an explicit proof of Corollary 3.5. Now if n1 ordinary, then
φn1,r(Ur) is nothing but the module U introduced by Iwasawa(see Sinnott [7]).

4.2. A general index formula. For any R = Z[Gr]-module M and an arbitrary
ideal θ of R, let Mθ be the submodule of M annihilated by θ.

Theorem 4.1. Let n1 and n2 be two norm distributions. Let θ be an arbitrary
ideal of Z[Gr]. Then

(4.1) (Uθ
n2,r : φn1,n2,r(Uθ

n1,r)) = I(L•r , dn1 ; θ)
−1 · I(L•r , dn2 ; θ),

where

(4.2) I(L•r , dn; θ) =
# coker(H0(Lθ•

r , dn) → H0(L•r , dn)θ)
# torH0(Lθ•

r , dn) ·
∏

i 6=0 #Hi(Lθ•
r , dn)(−1)i .

Proof. In brevity we write φ = φn1,n2,r in the proof. We apply Proposition 2.1 to the
complexes (Lθ•

r , dn1), (Lθ•
r , dn2) and the isomorphism φ|V θ• . We’ll use extensively

the examples in § 2.2. We have:
(1). det(φ|V θ i) = 1 for all i. This follows immediately from the definition of φ:

there exists a sequence of Q[Gr]-modules V i
0 ⊆ · · · ⊆ V i

m = V i such that the map
induced by φ in the quotient V i

j /V i
j−1 is the identity map.

(2). For all i 6= 0, since Hi(V θ•
r , dn1) = Hi(V θ•

r , dn2) = 0, Hi(Lθ•
r , dn1) and

Hi(Lθ•, dn2) are both finite and Hi(φ) = 0. We have

reg(Hi(Lθ•
r , dn1),H

i(Lθ•
r , dn2),H

i(φ)) = #Hi(Lθ•
r , dn2)/#Hi(Lθ•

r , dn1).
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(3). For i = 0, for j = 1, 2, consider the maps αj : H0(Lθ•
r , dnj ) → H0(L•r , dnj )

θ.
We have H0(φ) ◦ Fα1 = Fα2 ◦H0(φ). Then

reg(H0(Lθ•
r , dn1),H

0(Lθ•
r , dn2),H

0(φ))

= reg(α1) · reg(α2)−1 · reg(H0(L•r , dn1)
θ,H0(L•r , dn2)

θ,H0(φ)).

Now

reg(αj) =
# coker(H0(Lθ•

r , dnj
) → H0(L•r , dnj

)θ)
# torH0(Lθ•

r , dnj )
and

reg(H0(L•r , dn1)
θ,H0(L•r , dn2)

θ,H0(φ)) = (Uθ
n2,r : φUθ

n1,r).
Now plug in (1), (2) and (3) to Formula (2.2), we obtain the theorem. �

In particular, if we let θ = 0, we obtain

Corollary 4.2. (Un2,r : φn1,n2,rUn1,r) = 1.

4.3. Study I(L•r , dn; θ) through spectral sequences. Let M = R/θ, let (P, ∂) :

· · · → Pi → · · · → P1 → P0 → 0

be a projective resolution of M . Let Kp,q = HomG(Pq, L
p
r), therefore we have a

double complex K•,• = (Kp,q; d, δ) with the differentials d and δ induced by dn and
∂ respectively. Let K• be the total complex of K•,•. The two spectral sequences
corresponding to the double complex K•,• are
′Ep,q

2 = Hp(Extq
G(M,L•r)) ⇒ Hp+q(K•), ′′Ep,q

2 = Extq
G(M,Hp(L•r)) ⇒ Hp+q(K•).

However, ′′Ep,q
2 = 0 for p 6= 0 and thus

Hi(K•) = Exti
G(M,Un,r).

Hence
′Ep,q

2 = Hp(Extq
G(M,L•r)) ⇒ Extp+q

G (M,Un,r).
We drop the symbol ′ from our notation from now on. Let q = 0, then

Ep,0
2 = Hp(Ext0G(M,L•r)) = Hp(Lθ•

r ).

Lemma 4.3. E0,0
∞ = im (H0(Lθ•

r ) → Uθ
n,r).

Proof. We know the spectral sequence Ep,q
2 is from the filtration

Filp K•,• =
⊕
p′≥p

Kp′,q.

Because Fil1 K• is trivial, we have

E0,0
∞ = Fil0 H0(K•) = im (H0(Fil0 K•) → H0(K•)).

Easy to see that H0(Fil0 K•) = L0 θ
r and therefore

E0,0
∞ = im (L0 θ

r → Uθ
n,r).

Consider the following diagram with exact rows:

0 −−−−→ L0 θ
r −−−−→ K0,0 δ−−−−→ K0,1xd

xd

xd

0 −−−−→ L−1 θ
r −−−−→ K−1,0 δ−−−−→ K−1,1



UNIVERSAL DISTRIBUTION AND INDEX FORMULA 9

we see that L−1 θ
r is contained in the boundary of K0 =

⊕
Kp,−p. Furthermore,

note that H0(Lθ•
r ) = coker(L−1 θ

r → L0 θ
r ), the lemma follows immediately. �

Proposition 4.4. If one has

(4.3) # Ext1G(M,Un,r) =
∏
q

#H1−q(Extq
G(M,L•r)),

then

(4.4) I(L•r , dn; θ) =
∏

p+q≤0
q>0

#Hp(Extq
G(M,L•r))

(−1)p+q

=
∏

p+q≤0
q>0

(#Ep,q
2 )(−1)p+q

.

Proof. First note that the given identity (4.3) is nothing but∏
q

#E1−q,q
∞ =

∏
q

#E1−q,q
2 .

From the theory of the spectral sequence, H•(Er) = Er+1, then

#Ep,q
2 ≥ #Ep,q

3 ≥ · · · ≥ #Ep,q
∞ .

Hence by (4.3),
#E1−q,q

2 = #E1−q,q
3 = · · · = #E1−q,q

∞ ,

which means that for r ≥ 2,

im(dr : E1−q−r,q+r−1
r → E1−q,q

r ) = im(dr : E1−q,q
r → E1−q+r,q−r+1

r ) = 0.

Therefore we have a shorter complex:

· · · → E1−q−2r,q+2r−2
r → E1−q−r,q+r−1

r → 0.

Now we set to prove the following fact:

(4.5)
∏

p+q≤0
(p,q) 6=(0,0)

(#Ep,q
r )(−1)p+q

·# torE0,0
r is independent of r.

Observe that in the set {Ep,q
r : p + q ≤ 0, q ≥ 0}, the only term not finite is E0,0

r .
If we substitute it by its torsion, we still get a group of complexes composed of
finite abelian groups and with differential dr. The cohomology groups are Ep,q

r+1(or
torE0,0

r+1). By the invariance of Euler characteristic under cohomology, (4.5) is
proved. Note that E0,0

∞ is free and∏
p+q≤0

(p,q) 6=(0,0)

(#Ep,q
∞ )(−1)p+q

= # coker(H0(Lθ•
r ) → Uθ

n,r).

The formula (4.4) now follows immediately. �

4.4. The index (U−
n2,r : φn1,n2,rU

−
n1,r). In this case we have θ = 1 + c. Let

M = coker(Z[J ] 1+c→ Z[J ]). Then M has a projective resolution

(P, ∂) : · · · ∂q+1−→ Z[J ]
∂q−→ Z[J ]

∂q−1−→ · · · ∂0−→ Z[J ] −→ 0

where ∂q = 1 + (−1)q · c. Consider the spectral sequence

Hp
dn

(Extq
J(M,L•r)) ⇒ Extp+q

J (M,Un,r).

One has Extq
J(M,L•r) = Ĥq+1(J, L•r) for any q > 0.
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Proposition 4.5. The index (U−
n2,r : φn1,n2,rU

−
n1,r) is equal to

1, if n1 and n2 have the same J-type;
2−a, if n1 has J-type I, n2 has J-type II;
2a, if n1 has J-type II, n2 has J-type I;

where a = 1 if deg r = 1 and a = 2deg r−2 if deg r ≥ 2

Proof. The degeneration condition (4.3) in Proposition 4.4 is satisfied by Proposi-
tion 3.6 for both dn1 and dn2 . By Proposition 3.6 and Equation (4.4), it follows
easily that I(L•r , dn; 1 + c) = 1 if n is of J-type II. If n is of J-type I, the power of
2 in I(L•r , dn; 1 + c) is then equal to∑

p+q≤0
q>0 odd

(−1)p+1

(
deg r

−p

)
=

{
1, if deg r = 1;
2deg r−2, if deg r > 1.

The Proposition now follows from Theorem 4.1. �

4.5. Recovery of Sinnott’s calculation. We can now recover Sinnott’s index
calculation in [7]. By the corollary of Theorem 4.1, one has (R : U) = 1. By
Proposition 4.5, (R− : U−) is 1

2 for deg r = 1 and 2−2deg r−2
for deg r ≥ 2. We also

know that U−/(1−j)U = H1(J, U), thus (U− : (1−j)U) = 22deg r−1
. These indices

are essentially what Sinnott needs in [7].
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