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Abstract—In a multi-tenant cloud, cloud vendors provide services (e.g., elastic load-balancing, virtual private networks) on service nodes for tenants. Thus, the mapping of tenants’ traffic and service nodes is an important issue in multi-tenant clouds. In practice, unreliability of service nodes and uncertainty/dynamics of tenants’ traffic are two critical challenges that affect the tenants’ QoS. However, previous works often ignore the impact of these two challenges, leading to poor system robustness when encountering system accidents. To bridge the gap, this paper studies the problem of robust service mapping in multi-tenant clouds (RSMP). Due to traffic dynamics, we take a two-step approach: service node assignment and tenant traffic scheduling. For service node assignment, we prove its NP-Hardness and analyze its problem difficulty. Then, we propose an efficient algorithm with bounded approximation factors based on randomized rounding and knapsack. For tenant traffic scheduling, we design an approximation algorithm based on fully polynomial time approximation scheme (FPTAS). The proposed algorithm achieves the approximation factor of $2+\epsilon$, where $\epsilon$ is an arbitrarily small value. Both small-scale experimental results and large-scale simulation results show the superior performance of our proposed algorithms compared with other alternatives.

Index Terms—Multi-Tenant Cloud, Service Mapping, Load Balancing, Robustness

I. INTRODUCTION

Building IT infrastructure by enterprises/individuals incurs many costs, ranging from hardware costs to software costs (e.g., purchasing hardware, licensing software and managing enterprise networks) [1]. Cloud computing has enabled a new paradigm to host different services on data centers (e.g., Amazon Web Services [3] and Google Cloud Platform [4]). Cloud vendors free users from cumbersome tasks (e.g., managing and maintaining IT infrastructure) through centralized management, thus an increasing number of enterprises/individuals are moving workloads to clouds [5] [6].

In a multi-tenant cloud, two or more tenants share the same hardware resources, e.g., creating VMs on the same physical machine (referred to as a computing node hereafter) [7]. Tenants may require the support of various network services, e.g., elastic load-balancing (ELB) [8], virtual private networks (VPN) [9], firewall [10] and data storage auditing service [11]. Thus, in the cloud environment, a set of software/hardware devices has been configured for providing various services, referred to as service nodes hereafter. According to tenants’ requirements, the cloud vendor is responsible for scheduling tenants’ traffic to the proper service node(s), also called service mapping [12] [13].

To solve the service mapping problem in multi-tenant clouds, several efficient solutions have been designed in [14] [15] [16] [17]. Existing works usually focus on the problem of traffic scheduling with minimum makespan under resource constraints [14] [15] or with minimum cost under deadline constraints [16] [17]. For example, the authors [14] consider service node processing delay and formulate the joint problem of service mapping and traffic steering as a mixed integer linear program with the objective of minimum makespan. The work [16] aims to minimize the workflow execution cost with deadline constraints.

However, it is far from trivial to achieve a robust service mapping scheme in a multi-tenant cloud using existing methods. Specifically, there are two critical but neglected challenges for service mapping in practice. One is unreliability of service nodes. Network device failure is a common scenario in today’s networks. For example, the previous work [18] has shown that load balancers experience 21% of device failures in one year. Service node failure will cause the service unavailable and decrease tenants’ QoS, especially in the commercial clouds [19]. Therefore, we should try to reduce the number of affected tenants when encountering service node failure. The other challenge is uncertainty of tenants’ traffic. In practice, traffic in a multi-tenant cloud is diverse due to different purposes and expectations of various tenants. On one hand, malicious tenants are very common in multi-tenant clouds [20]. They may launch network attacks [20] [21] and make the service nodes unavailable [22]. For instance, AWS has already been attacked by spammers and often been subject to denial of service attacks [23]. On the other hand, the traffic may change dynamically to meet tenants’ requirements [24]. Thus, bursty traffic is common in clouds and may cause the mapped service node(s) overload [25]. For example, the new computing paradigms, e.g., MapReduce [26] and distributed machine learning [27], may cause highly bursty traffic and overload the mapped service node(s) [25]. Thus, it is necessary to control the number of service nodes that a tenant will affect.

To our best knowledge, existing works on service mapping often focus on resource constraints and ignore the unreliability/uncertainty issues in the cloud environment. To conquer the above challenges, this paper studies the problem of robust service mapping in multi-tenant clouds (RSMP). The key idea of RSMP is two-fold: 1) In order to reduce the impact of service node unreliability on tenants, RSMP should ensure that each service node can only serve a limited number of
tenants. In this way, we can control the number of affected tenants when encountering service node failure. 2) In order to relieve the impact of tenant traffic uncertainty on service nodes, RSMP should ensure that the traffic of each tenant will be forwarded to a limited number of service nodes. In this way, we can control the number of affected service nodes when a tenant generates bursty/anomaly traffic. The main contributions of this paper are as follows:

1) We give the problem of robust service mapping in multi-tenant clouds (RSMP). Due to traffic dynamics, we solve this problem by taking a two-step approach: service node assignment and tenant traffic scheduling.

2) For service node assignment, we analyze the complexity of this problem by showing that several existing NP-hard problems are special cases of our problem. We propose a randomized rounding and knapsack based algorithm for this problem, and prove the approximation factor of $O(\log m_s)$, where $m_s$ is the number of service nodes.

3) For tenant traffic scheduling, we present an efficient algorithm based on binary search and combinatorial rounding. Moreover, we design a fully polynomial time approximation scheme (FPTAS) to further reduce the time complexity. We analyze that the proposed algorithm can achieve $(2+\epsilon)$-approximation, where $\epsilon$ is an arbitrarily small value.

4) We conduct small-scale tests and large-scale simulations using real-world topologies and datasets [28] [29] to show that the proposed algorithms achieve superior performance compared with the state-of-the-art solutions.

II. PRELIMINARIES

A. Multi-Tenant Cloud Model

A typical multi-tenant cloud consists of three components: a computing node set, a service node set and a management plane. Let $N = \{n_1, n_2, ..., n_{m_n}\}$ represent the set of computing nodes, where $m_n = |N|$ is the number of computing nodes. There are several types of service nodes in a multi-tenant cloud, e.g., ELB and VPN. $E = \{e_1, e_2, ..., e_l\}$ denotes the service type set, where $l = |E|$ is the number of service types in the cloud. Let $S = \{s_1, s_2, ..., s_{m_s}\}$ denote the service node set with type $e \in E$, where $m_e = |S^e|$ is the number of service nodes of type $e \in E$. Moreover, we use set $S = S_1 \cup S_2 \cup ... \cup S^h$ to denote the whole service node set and the number of service nodes is denoted by $m_s$. The management plane is responsible for managing the whole network, including service mapping decisions and system accident management in the network.

In practice, a set of tenants rent VMs and buy services from cloud vendors according to their needs. We use $T = \{t_1, t_2, ..., t_{m_t}\}$ to denote the set of tenants, where $m_t = |T|$ is the number of tenants. Moreover, we use set $E_j$ to denote the set of service types purchased by tenant $t_j \in T$. Meanwhile, cloud vendors create VMs on computing nodes and provide services on service nodes according to tenants’ requirements.

Note that, when a tenant sends a command to create a VM, the cloud management plane selects a computing node to start a VM based on the current load of the computing nodes, thus the VM’s location is uncertain and a large-scale tenant may have VMs on thousands of computing nodes [30].

B. Problem Statement

In this section, we give the problem statement of robust service mapping in multi-tenant clouds (RSMP). In multi-tenant clouds, considering that different tenants may generate traffic with various service requirements on different computing nodes, we usually schedule traffic at the granularity of the combination of tenants, computing nodes and required services. In other words, we identify a request by three elements (tenant, computing node and service type). For each request, we need to forward it to a proper service node, also called service mapping.

To enhance the system robustness and improve the tenants’ QoS, we should consider the following two robustness constraints when mapping tenants’ traffic with service nodes. 1) Tenant Constraint. Considering the bursty/anomaly traffic, we do not expect that a single tenant’s bursty/anomaly traffic affects too many service nodes. Thus, the number of service nodes of each type that a tenant will map to should not exceed $k$, where $k$ is a constant determined by system requirements. 2) Service Node Constraint. We do not expect a single service node failure affects too many tenants. So, a service node is required to serve no more than $q$ tenants, where $q$ is a constant determined by system requirements. Our objective is to achieve load balancing among all service nodes, which can improve service availability and execution efficiency [31].

C. Algorithm Workflow

Tenants may create/delete VMs dynamically and the traffic volume from each VM at different times may vary greatly [32]. In order to adapt to traffic uncertainty/dynamics, we should update service mapping frequently. Service nodes (e.g., IDS and Proxy) often need to record the state of processed traffic [33]. However, frequent mapping updates will increase extra delay and overhead to maintain the flow state consistency on service nodes [33]. For example, after network updates, if a tenant’s traffic is scheduled to a service node that does not maintain the traffic’s state, it will lead to flow state inconsistency. Some previous works [34] manage to migrate the flow states from the original service nodes to the target ones. However, the state migration will increase network latency. For example, a loss-free move involving state for 500 flows takes 215ms [34], which is unacceptable for many applications. The situation will become more serious if many flows are migrated between service nodes.

To this end, similar to [35], we take a two-step approach: service node assignment and tenant traffic scheduling. The first step is performed at a long-term interval (e.g., one day), and the second step is triggered by accidents, e.g., service node congestion. Specifically, the first step will select a feasible service node set for each tenant with the robustness constraint in Section III. We only need to maintain flow state consistency for the tenant’s traffic between these mapped service nodes, decreasing the state maintenance overhead. For tenant traffic scheduling, we will design a fully polynomial
time approximation scheme (FPTAS) for traffic scheduling dynamically in Section IV.

Note that, in the cloud, the type of service required by each request is fixed and each service node usually supports only one specific service [36]. Thus, different types of service nodes are independent when we map traffic to service nodes. For ease of description, we only consider one type of service node in this paper. If the traffic requires multiple services, we only need to classify the traffic according to required service types, and run our proposed algorithms for each service type.

III. SERVICE NODE ASSIGNMENT

This section first defines the problem of service node assignment (SNA) and then analyzes its difficulty. Finally, an approximation algorithm is proposed to solve this problem.

A. Problem Definition for SNA

To adapt to the traffic uncertainty/dynamics, we take a two-step approach for RSMP. The first step solves the SNA problem. Specifically, we select a feasible service node set for each tenant so as to satisfy robustness constraints at a long-term interval. Let $b_{tj}$ represent the total traffic demand of tenant $t_j$. We use $y_{tp}^j \in \{0, 1\}$ to denote whether tenant $t_j$ selects service node $s_p$ or not. Let $x_{tp}^j$ denote the traffic proportion of tenant $t_j$ served by service node $s_p$. Besides, we use $C_p$ to denote the capacity of service node $s_p \in S$. The SNA problem can be formulated as follows:

$$\begin{align*}
\text{min} & \quad \zeta \\
\text{s.t.} & \quad \sum_{s_p \in S} x_{tp}^j = 1, & \forall t_j \in T \\
& \quad x_{tp}^j \leq y_{tp}^j, & \forall t_j \in T, s_p \in S \\
& \quad \sum_{t_j \in T} x_{tp}^j \leq k, & \forall s_p \in S \\
& \quad \sum_{t_j \in T} y_{tp}^j \leq q, & \forall s_p \in S \\
& \quad x_{tp}^j \in [0, 1], & \forall t_j \in T, s_p \in S \\
& \quad y_{tp}^j \in [0, 1], & \forall t_j \in T, s_p \in S
\end{align*}$$

The first set of equations means that all traffic of each tenant will be processed by service nodes. The second set of inequalities denotes whether some traffic of tenant $t_j$ will be served by service node $s_p$ or not. $y_{tp}^j = 1$ means service node $s_p$ will process traffic of tenant $t_j$. The third set of inequalities denotes the tenant constraint, that is, each tenant’s traffic will be processed by at most $k$ service nodes. The fourth set of inequalities represents the service node constraint, that is, each service node can process traffic from at most $q$ tenants. The fifth set of inequalities describes the traffic load on each service node, where $\zeta \in [0, 1]$ represents the load-balancing factor. Our objective is to achieve load balancing on all service nodes, i.e., $\min \zeta$.

B. Problem Complexity Analysis

By ignoring the tenant constraint (i.e., $k = m_s$) and the service node constraint (i.e., $q = m_t$), the SNA problem becomes a typical parallel machines scheduling (PMS) problem [37]. As a result, the SNA problem is NP-Hard too. In fact, the problem remains challenging even relaxing any one of the two constraints. The simplified problem includes special cases like routing and distribution problems, which show the complexity of our problem.

Definition 1 (K-Splittable Routing (KSR) problem [35]): There is a network topology including a set of flows $\gamma = \{r_1, r_2, ..., r_n\}$ each associated with a traffic size $f(r_i)$. We determine a set of potential paths $P_i$ for each flow $r_i$. We will choose at most $k$ paths in $P_i$ for flow $r_i$ so as to minimize the maximum load factor of all links.

According to [35], there exists a complex rounding-based algorithm with the approximation factor of $O(\log N)$, where $N$ denotes the number of links in the topology.

Difference from the KSR problem: In this case, we regard each tenant as a flow with traffic size $b_t$, and choose at most $k$ paths/service nodes for each flow/tenant. If we ignore the service node constraint, SNA becomes the KSR problem.

Definition 2 (Data Distribution (DD) Problem [38]): There are a set of $M$ servers and a set of $N$ documents. Each server is associated with a memory size $m_i$. Each document $d$ is associated with a document size $s_d$ and an access cost $r_d$. We need to choose servers for each document with the server’s memory size constraint. The objective is to minimize the maximum access cost among all servers.

According to [38], there exists an algorithm which can achieve the optimal solution, violating the access cost by at most a factor $2(1 + \frac{1}{k})$ and the memory size by at most a factor $2(1 + \frac{1}{k})$, where $\psi$ denotes the maximum number of documents saved by a server.

Difference from the DD problem: We regard each tenant as a document with one unit document size and access cost $b_t$. A service node is actually a server which can only accept $q$ documents. If a tenant can map to unlimited service nodes, i.e., ignoring the tenant constraint, we say that the DD problem is a special case of our SNA problem.

The above analysis shows that the SNA problem is much more difficult than both KSP and DD. Thus, designing an algorithm with bounded approximation factors to solve the SNA problem is far from trivial and in urgent need.

C. Algorithm Design for SNA

Similar to [39], we can adopt the random rounding method to solve the SNA problem. The approximation factors for this solution are $O(\log m_s), O(\log m_t), O(\log m_s)$, which represent the maximum exceeded factors of tenant constraint, service node constraint and load balancing factor constraint, respectively. To improve the approximation performance, we present an approximation algorithm, called Rounding-based Service Node Assignment (RSNA), to solve this problem with approximation factors of $O(\log m_s), O(\log m_t)$, that is, our algorithm can strictly satisfy the tenant constraint. RSNA mainly consists of two steps. The first step relaxes Eq. (1) by replacing the seventh line of integer constraints with $y_{tp}^j \in [0, 1]$, turning the problem into linear programming. We can solve it with a linear program solver (e.g., CPLEX [40]) and the solutions are denoted as $\{\hat{x}_{tp}^j\}$, $\{\hat{y}_{tp}^j\}$ and $\hat{\zeta}$.

In the second step, we determine how to assign service nodes for each tenant, i.e., obtain feasible solutions $\{\tilde{y}_{tp}^j\}$
and \( \{ \tilde{x}_j^p \} \). For each tenant \( t_j \), we first define another integer variable \( k(j) = \lfloor \sum_{s_p \in S} \tilde{y}_j^p \rfloor \). Then we put all variables \( \tilde{y}_j^p \) (\( \forall s_p \in S \)) into \( k(j) \) knapsacks so as to minimize the sum of all variables in each knapsack. For each knapsack \( a \), assume that it contains a set of variables, denoted as \( V_a \), and let \( z_a = \sum_{\tilde{y}_j^p \in V_a} \tilde{y}_j^p \). One variable \( \tilde{y}_j^p \) will be chosen (i.e., \( \tilde{y}_j^p = 1 \)) with probability \( \frac{\tilde{x}_j^p z_a}{\tilde{y}_j^p} \), and the traffic proportion of tenant \( t_j \) served by service node \( s_p \) is \( \tilde{x}_j^p z_a \tilde{y}_j^p \).

Note that, after we put variables into knapsacks with the objective of min-max sum, \( z_a \) is usually approximately equal to 1 and we will prove that \( z_a \) must be greater than 0.5. According to the first and third constraints in Eq. (1), we know that \( \tilde{x}_j^p \) is generally much smaller than \( \tilde{y}_j^p \). Thus we believe \( \tilde{x}_j^p \leq 1 \). For each tenant \( t_j \), we select the set of service nodes with \( \tilde{y}_j^p = 1 \) as the feasible service node set. The RSNA algorithm is formally described in Algorithm 1.

**Algorithm 1 Rounding-based Service Node Assignment**

1. **Step 1: Solving the Relaxed SNA Problem**
   1. Construct a linear program by replacing with \( \tilde{y}_j^p \in [0, 1] \)
   2. Obtain the optimal solutions \( \{ \tilde{x}_j^p \} \) and \( \{ \tilde{y}_j^p \} \)

2. **Step 2: Service Node Assignment for Each Tenant**
   1. For each tenant \( t_j \) do
   2. Let \( k(j) = \lfloor \sum_{s_p \in S} \tilde{y}_j^p \rfloor \)
   3. Put all variables \( \tilde{y}_j^p \) (\( \forall s_p \in S \)) into \( k(j) \) knapsacks with min-max sum
   4. For each knapsack \( a \) do
   5. Let set \( V_a \) denote the variables in knapsack \( a \)
   6. Choose \( s_p \) for \( \tilde{y}_j^p \in V_a \) with probability \( \frac{\tilde{x}_j^p z_a}{\tilde{y}_j^p} \)
   7. Let \( \tilde{x}_j^p \) be \( \frac{\tilde{x}_j^p z_a}{\tilde{y}_j^p} \) for the chosen service node \( s_p \)
   8. Select the service nodes with \( \tilde{y}_j^p = 1 \) for tenant \( t_j \)

**D. Performance Analysis**

This section proves the correctness of our RSNA algorithm and analyzes its approximate performance.

**Theorem 1:** The proposed RSNA algorithm guarantees that each tenant \( t_j \) will choose at most \( k \) service nodes, i.e., we can strictly guarantee the tenant constraint.

**Proof:** For each tenant \( t_j \), we put all service nodes into \( k(j) \) knapsacks and select a service node in one knapsack, thus we will choose \( k(j) \) service nodes in total. On the other hand, according to the definition of variable \( k(j) \) and the third constraint in Eq. (1) we have:

\[
k(j) = \lfloor \sum_{s_p \in S} \tilde{y}_j^p \rfloor \leq \sum_{s_p \in S} \tilde{y}_j^p \leq k
\]

Thus, we can strictly guarantee the tenant constraint.

**Lemma 2:** The lower bound of the sum \( z_a \) of all variables in any knapsack \( a \) for each tenant \( t_j \) is greater than \( \frac{1}{2} \) and not greater than \( \frac{k(j)}{2^{k(j)-1}} \).

**Proof:** We first prove that the lower bound is greater than \( \frac{1}{2} \). For each tenant \( t_j \), according to the definition of \( k(j) \), we have:

\[
\sum_{s_p \in S} \tilde{y}_j^p = k(j) + \epsilon, \; 0 < \epsilon < 1
\]

We define two sets:

\[
\begin{align*}
Y_1 &= \{ \tilde{y}_j^p \mid \frac{1}{2} < \tilde{y}_j^p < 1, s_p \in S \} \\
Y_2 &= \{ \tilde{y}_j^p \mid 0 < \tilde{y}_j^p < \frac{1}{2}, s_p \in S \}
\end{align*}
\]

We arbitrarily choose two numbers from set \( Y_2 \) (e.g., \( y^1_p \) and \( y^2_p \)) and compute their sum (e.g., \( y^1_p + y^2_p \)). If the result is less than 0.5, we put the new value into \( Y_2 \) and delete the chosen two numbers from \( Y_2 \) (e.g., \( Y_2 = Y_2 - \{ y^1_p, y^2_p \} + \{ y^3_p \} \)). Otherwise, we put it into set \( Y_1 \) and delete the chosen two numbers from \( Y_2 \) (e.g., \( Y_1 = Y_1 + \{ y^1_p \}, Y_2 = Y_2 - \{ y^2_p, y^3_p \} \)). We repeat the above operations until there is at most one number in \( Y_2 \). Now, we assume there are less than \( k(j) \) numbers in \( Y_1 \), i.e., there are at most \( k(j) - 1 \) numbers in \( Y_1 \). Note that the numbers in \( Y_2 \) are all less than 1. Then

\[
\sum_{\tilde{y}_j^p \in Y_1} \tilde{y}_j^p < k(j) - 1
\]

The sum of the remaining numbers in \( Y_2 \) is

\[
\sum_{\tilde{y}_j^p \in Y_2} \tilde{y}_j^p < \frac{1}{2}
\]

Thus, we have

\[
\sum_{s_p \in S} \tilde{y}_j^p < k(j) - \frac{1}{2}
\]

However, it contradicts \( \sum_{s_p \in S} \tilde{y}_j^p = k(j) + \epsilon \) in Eq. (3). Thus, there are at least \( k(j) \) numbers in \( Y_1 \). In this case, we can simply assign each \( \tilde{y}_j^p \) in \( Y_1 \) to each knapsack. Then the total value \( z_a \) in any knapsack \( a \) must be greater than \( \frac{1}{2} \).

We next prove that the lower bound is not greater than \( \frac{k(j)}{2^{k(j)-1}} \). We assume that there are \( 2k(j) - 1 \) identical numbers, each with a value of \( \frac{k(j)}{2^{k(j)-1}} \). When we assign these numbers to \( k(j) \) knapsacks, it is obvious that there exists a knapsack which only has one number with the value of \( \frac{k(j)}{2^{k(j)-1}} \). Thus, there does not exist an assignment scheme to make sure the sum of variables in any knapsack is greater than \( \frac{k(j)}{2^{k(j)-1}} \).

**Theorem 3:** The proposed RSNA algorithm guarantees that the number of tenants on any service node will not exceed the service node constraint by a factor of \( O(\log m_s) \), where \( m_s \) is the number of service nodes.

**Proof:** We first prove that for each tenant \( t_j \) and service node \( s_p \), we have \( E \left[ \tilde{y}_j^p \right] \leq 2 \cdot \tilde{y}_j^p \). Specifically, for any variable \( \tilde{y}_j^p \) in knapsack \( a \), we round \( \tilde{y}_j^p \) to 1 with probability \( \frac{\tilde{x}_j^p}{\tilde{y}_j^p} \). Thus, we have \( E \left[ \tilde{y}_j^p \right] = \frac{\tilde{x}_j^p}{\tilde{y}_j^p} \). According to Lemma 2, we have \( E \left[ \tilde{y}_j^p \right] = \frac{\tilde{x}_j^p z_a}{\tilde{y}_j^p} \leq 2 \cdot \tilde{x}_j^p \). Then, we analyze the approximation ratio performance based on the classical randomized rounding method. Due to space limit, we omit the proof. The reader can refer to [41] [42] for the performance analysis of the randomized rounding method.

**Theorem 4:** The RSNA algorithm can achieve the approximation factor of \( O(\log m_s) \) for load balancing factor in multi-tenant clouds, where \( m_s \) is the number of service nodes.

**Proof:** We first prove that for each tenant \( t_j \) and service node \( s_p \), we have \( E \left[ \tilde{x}_j^p \right] = \tilde{x}_j^p \). Specifically,
for any variable $\tilde{x}_j^p$ in knapsack $\alpha$, we let $\tilde{x}_j^p = \frac{p_j b_j}{\eta_j}$ with probability $\frac{\eta_j}{\eta}$. Thus, we have $\mathbb{E} [\tilde{x}_j^p] = \frac{p_j b_j}{\eta} \cdot \mathbb{E} [x_j^p] = \tilde{x}_j^p$. Similarly, we can analyze approximation ratio performance based on the classical randomized rounding method. The reader can refer to [41] [42] for the performance analysis of the randomized rounding method.

IV. TENANT TRAFFIC SCHEDULING

In this section, we first define the problem of tenant traffic scheduling (TFS). We then propose an approximation algorithm, called binary search and combinatorial rounding traffic scheduling (BCTS). Finally, we analyze its approximation performance and time complexity.

A. Problem Definition for TFS

By the RSNA algorithm as described in Section III, we use $S_j$ to denote the set of available service nodes for each tenant $t_j$. Let $x_{j,n}^p \in \{0, 1\}$ denote whether the traffic of tenant $t_j \in T$ on computing node $n \in N$ maps to service node $s_p \in S$ or not. We use $b_{j,n}$ to represent the total traffic demand of tenant $t_j \in T$ on computing node $n \in N$. Accordingly, we formulate the TFS problem as follows:

$$\begin{align*}
\min & \quad \lambda \\
\text{s.t.} & \quad \sum_{j \in T, n \in N} x_{j,n}^p = 1, \quad \forall t_j \in T, n \in N \\
& \quad \sum_{j \in T, n \in N} x_{j,n}^p b_{j,n} \leq \lambda \cdot C_p, \quad \forall s_p \in S_j \\
& \quad x_{j,n}^p \in \{0, 1\}, \quad \forall t_j, n, s_p
\end{align*}$$ (8)

The first set of equations denotes that the traffic of a tenant on one computing node will be assigned to one service node. The second set of inequalities states the traffic load on service node $s_p$, where the $\lambda$ is called as the load ratio. Our goal is to achieve the load balancing among all service nodes, that is, min $\lambda$.

B. Algorithm Design for TFS

The problem in Eq. (8) can be regarded as an unrelated parallel machine scheduling (UPMS) problem [43]. If we solve this problem using classical algorithms [43], considering the time complexity of these algorithms, it may not achieve good results in dynamic clouds. Thus, this section leverages the FPTAS method to design an efficient approximation algorithm, called binary search and combinatorial rounding based traffic scheduling (BCTS). BCTS is formally described in Algorithm 2.

The algorithm consists of three main steps. The first step of BCTS is to relax TFS into a linear program, in which $x_{j,n}^p$ can be fractional. According to the above relaxation, the TFS problem is transformed as follows:

$$\begin{align*}
\min & \quad \lambda \\
\text{s.t.} & \quad \sum_{j \in T, n \in N} x_{j,n}^p = 1, \quad \forall t_j \in T, n \in N \\
& \quad \sum_{j \in T, n \in N} x_{j,n}^p b_{j,n} \leq \lambda \cdot C_p, \quad \forall s_p \in S_j \\
& \quad x_{j,n}^p \in [0, 1],
\end{align*}$$ (9)

Then the second step is to derive a fractional solution of Eq. (9) using binary search and fully polynomial time approximation scheme (FPTAS). According to problem definition in Eq. (8), we know the upper bound of $\lambda$ is $\Theta_h = \frac{\sum_{j \in T, n \in N} b_{j,n}}{\min_{p \in S(N)} C_p}$, that is, all traffic is processed on the service node with the minimum capacity. Besides, the lower bound of $\lambda$ is $\Theta_l = \frac{\max_{j \in T, n \in N} (b_{j,n})}{\max_{p \in S(N)} C_p}$, that is, the request with the maximum traffic demand is processed on the service node with the maximum capacity. We next use binary search to obtain the feasible solutions. Specifically, let $\Theta_m = \frac{\Theta_h + \Theta_l}{2}$. We first remove some inefficient assignments between requests and service nodes that $\frac{b_{j,n}}{C_p} > \Theta_m$, i.e., let $x_{j,n}^p = 0$ if $\frac{b_{j,n}}{C_p} > \Theta_m$. After removing those assignments, if we find Eq. (9) is not solvable, we will search in the upper range, i.e., let $\Theta_l = \Theta_m$. Otherwise, we will search in the lower range, i.e., let $\Theta_h = \Theta_m$. Clearly, when $\Theta_m$ approaches $\Theta_l$, Eq. (9) becomes the ordinary LP, which must be solvable. We repeat the binary search operation until $|\Theta_h - \Theta_l| \leq \xi$, where $\xi$ represents the search accuracy.

For ease of description, let $I$ denote the request set and the traffic demand of request $i \in I$ is denoted by $b_i$. Let $\Phi$ denote the set of all feasible assignments in the cloud and $\Phi_i$ denote the set of feasible assignments of request $i$. We use $\phi_{i,p} \in \Phi$ to denote that request $i$ is assigned to service node $s_p$ and the traffic amount of $\phi_{i,p}$ is denoted as $w_{i,p}$. The TFS problem can be transformed as follows:

$$\begin{align*}
\min & \quad \eta \\
\text{s.t.} & \quad \sum_{i \in I, p \in \Phi} w_{i,p} \leq \eta \cdot C_p, \quad \forall s_p \in S \\
& \quad \sum_{i \in I, p \in \Phi} w_{i,p} \geq b_i, \quad \forall i \in I \\
& \quad w_{i,p} \geq 0, \quad \forall \phi_{i,p} \in \Phi
\end{align*}$$ (10)

The first set of inequalities denotes the total traffic load on a service node. The second set of inequalities means that all traffic of each request will be processed. Then we give an equivalent form of Eq. (10) as follows:

$$\begin{align*}
\max & \quad \eta' \\
\text{s.t.} & \quad \sum_{i \in I, p \in \Phi} w_{i,p} \leq C_p, \quad \forall s_p \in S \\
& \quad \sum_{i \in I, p \in \Phi} w_{i,p} \geq b_i, \quad \forall i \in I \\
& \quad w_{i,p} \geq 0, \quad \forall \phi_{i,p} \in \Phi
\end{align*}$$ (11)

Compared with Eq. (10), we find that the optimal solution of Eq. (11) is the inverse of that of Eq. (10). Furthermore, we give the dual problem of Eq. (11) as follows:

$$\begin{align*}
\min & \quad \sum_{s_p \in S} C_p l_p \\
\text{s.t.} & \quad \begin{cases} l_p \geq r_i, & \forall \phi_{i,p} \in \Phi_i, i \in I \\
& \sum_{i \in I} b_i r_i \geq 1 \\
& l_p \geq 0, \quad \forall s_p \in S
\end{cases}
\end{align*}$$ (12)

Note that the dual variables $l_p$ and $r_i$ represent the service node capacity constraints and request traffic demand constraints in Eq. (11), respectively. Assume that $L_i$ represents the service node with the least $l_p$ mapped to request $i$. Then, Eq. (12) can transform into Eq. (13).
Algorithm 2 BCTS: Binary Search and Combinatorial Rounding based Traffic Scheduling

1: Step 1: Relaxing the TFS Problem
2: Construct a linear program in Eq. (9)
3: Step 2: Deriving a Fractional Solution using FPTAS
4: Initialize \( \Theta_1, \Theta_2 \)
5: while \( |\Theta_1 - \Theta_2| > \xi \) do
6: \( \Theta_m = \frac{\Theta_1 + \Theta_2}{2} \)
7: Compute \( \Phi \) for each \( b_i \) according to \( \Theta_m \)
8: Transform Eq. (9) into Eq. (13) and get the fractional solution \( \lambda_F \)
9: if The solution \( \lambda_F \) does not exist or \( \lambda_F > \Theta_m \) then
10: \( \Theta_1 = \Theta_m \)
11: else
12: \( \Theta_2 = \Theta_m \)
13: Step 3: Generating an Integral Solution
14: Construct a bipartite graph
15: Use the Hungarian algorithm to find a matching \( \Lambda \) covering all requests
16: Return the final assignment based on the matching \( \Lambda \)

\[
\begin{align*}
\min \ & \sum_{s_p \in S} C_{ip}I_{ip} \\
\text{s.t.} \ & \sum_{i \in L} b_{ip}L_i \geq 1 \\
& I_{ip} \geq 0, \quad \forall s_p \in S
\end{align*}
\]

(13)

Similar to the work [44], we can apply FPTAS with low time complexity to obtain a fractional solution for Eq. (13). After we derive the fractional solution \( \lambda_F \), the last step is to construct a feasible integer solution using combinatorial rounding. Based on the fractional solution, we first construct a bipartite graph, which consists of two sets of vertices: a set of request vertices and a set of service node vertices. For each \( 0 < x_{j,n}^p < 1 \), there is an edge between the request vertex \( b_{j,n} \) and the service node vertex \( s_p \). For this bipartite graph, we use the Hungarian algorithm [45] to find a matching \( \Lambda \) that covers all requests, and the matching \( \Lambda \) can acquire \( \lambda_B \) and the final assignment scheme by assigning each request to the corresponding service node.

C. Performance Analysis

Lemma 5: The fractional solution \( \lambda_F \) by FPTAS is no more than \((1 + \epsilon) \cdot \lambda_{ip}\), where \( \epsilon \) is a value between \([0, 1]\), and \( \lambda_{ip} \) denotes the optimal fractional solution of Eq. (9).

Lemma 6: The solution \( \lambda_B \) by combinatorial rounding process is no more than \( \lambda_F + \lambda_{ip} \), where \( \lambda_{ip} \) denotes the optimal integer solution of Eq. (8).

Due to space limit, we omit the proofs of lemmas 5 and 6. The readers can refer to the analysis of FPTAS [46] and combinatorial rounding method [43] for the detailed proofs.

Theorem 7: The approximate factor of BCTS is \( 2 + \epsilon \).

Proof: According to the above two lemmas, first, the solution \( \lambda_F \) by FPTAS is no more than \((1 + \epsilon) \cdot \lambda_{ip}\). Second, using the combinatorial rounding process, we can get a solution \( \lambda_B \) with no more than \( \lambda_F + \lambda_{ip} \), where \( \lambda_{ip} \) denotes the optimal integer solution of Eq. (8). Then we have

\[
\lambda_B \leq \lambda_F + \lambda_{ip} \leq (1 + \epsilon) \cdot \lambda_{ip} + \lambda_{ip} \leq (1 + \epsilon) \cdot \lambda_{ip} + \lambda_{ip} = (2 + \epsilon) \cdot \lambda_{ip}
\]

(14)

The third inequality holds because the optimal fractional solution should not exceed the optimal integer solution. Based on the above analysis, we can conclude that the BCTS algorithm guarantees the approximation factor of \( 2 + \epsilon \).

Theorem 8: The time complexity of BCTS is \( O(\frac{m^2}{\epsilon^2} log \frac{\epsilon}{\xi} log O(1) M + |V| \cdot |E|) \), where \( M \) is the number of feasible schemes and \( \Theta \) equals \( \sum_{i \in E, s \in N} b_{i,s} \). Let \( V \) and \( E \) represent the set of vertices and edges, respectively, in the bipartite graph.

Proof: The time complexity of BCTS mainly consists of three parts: binary search, FPTAS and combinatorial rounding. The running time of binary search, FPTAS, and combinatorial rounding is \( O(\frac{m^2}{\epsilon^2} log \frac{\epsilon}{\xi} log O(1) M) \) [44] and \( O(|V| \cdot |E|) \) [47], respectively. Thus, the total running time of BCTS is \( O(\frac{m^2}{\epsilon^2} log \frac{\epsilon}{\xi} log O(1) M + |V| \cdot |E|) \), which is much lower than the running time by using the standard linear program solvers such as CPLEX [40].

V. PERFORMANCE EVALUATION

A. Performance Metrics and Benchmarks

Performance Metrics: We adopt the following performance metrics in evaluation: (1) the maximum number of affected service nodes (MNAS); (2) the maximum number of affected tenants (MNAT); (3) the system throughput; (4) the load balancing factor. During a simulation run, we measure the number of service nodes that each tenant maps to and record the largest value as MNAS. Similarly, we measure the number of tenants served by each service node and record the largest value as MNAT. We calculate the total load of all the service nodes as the system throughput. Moreover, we measure the load of each service node and record the maximum number of all service nodes. For each service node, we divide the load of this service node by its processing capacity to get the load factor. The load balancing factor is the maximum load factor among all service nodes. For simplicity, we use SN to denote service nodes.

Benchmarks: This paper divides RSMP into two subproblems: SNA and TFS. Accordingly, we propose the RSNA algorithm and the BSTC algorithm for SNA and TFS, respectively. The combined algorithm for RSMP is denoted as BS+BS for simplicity. We compare BS+BS with three benchmarks. The first benchmark is the Shortest Job First (SJF) algorithm [48], which is widely adopted in clouds. SJF always chooses the service node with the least burden for the request with the least traffic demand. The second benchmark is the Weighted Round Robin in Honeybee (WRR-H) algorithm [49]. WRR-H uses the Honeybee Inspired algorithm by assigning weights to each service node, and the request is scheduled to the service node according to the traffic demand. The third benchmark is the Heterogeneous Task Assignment algorithm (HTA2) [50]. HTA2 first sorts all the tenants by their traffic demand in the descending order. Then for each
randomly select a VM for each flow. Besides, we generate traffic (flows) according to the Google cluster-data [29] and let each tenant create 1-200 VMs. We generate tenants' traffic (flows) according to the Google cluster-data [29] and let each tenant create 1-20 VMs. The number of tenants is set to 1000. Moreover, we mainly consider the enterprise tenants in this large-scale topology and let each tenant create 1-20 VMs. The topology does not provide computing nodes and network topology, which contains 16 service nodes [28].

The simulations are performed under two scenarios. The first scenario does not consider robustness constraints for the three benchmarks. This scenario mainly tests MNAS if a tenant sends malicious traffic, and MNAT if a service node encounters a failure. The second scenario considers robustness constraints. In order to guarantee the system robustness, we limit the number of service nodes that each tenant can map to and the number of tenants that each service node can serve for these benchmarks. This scenario mainly tests the system throughput for different algorithms.

B. Simulation Evaluation

1) Simulation Settings: We conduct simulation experiments to compare RS+BS with three benchmarks in two practical topologies. The first one is a small-scale NSF network topology, which contains 16 service nodes [28]. Since the topology does not provide computing nodes and tenant information, we leverage the ratio of switches and computing nodes (1:30) demonstrated in the Google cluster-data [29] to set the number of computing nodes as 480. Moreover, the number of tenants is set to be the same as the computing nodes. We mainly consider the individual tenants in this topology and let each tenant create 1-20 VMs. The second topology is from Google cluster-data [29], which contains 10047 computing nodes and 324 service nodes. The number of tenants is set to 1000. Moreover, we mainly consider the enterprise tenants in this large-scale topology and let each tenant create 1-200 VMs. We generate tenants’ traffic (flows) according to the Google cluster-data [29] and randomly select a VM for each flow. Besides, we generate $6 \times 10^3$ flows for the small topology and generate $6 \times 10^5$ flows for the large topology by default. $k$ is set 4/40 and $q$ is set 60/100 for the small/large topology by default.

2) Performance Comparison without Robustness Constraints: The results are shown in Figs. 1-5. Fig. 1 shows that as the number of flows increases, our proposed algorithm always acquires the least MNAS compared with other algorithms. For example, when there are $6 \times 10^3$ flows in the small topology, the MNAS results of four algorithms are 11, 16, 5, and 8 flows in the small/large topology by default. Besides, WRR-H always acquires the least MNAS compared with other algorithms. In comparison, MNAS increases significantly by both SJF, WRR-H and HTA2, respectively. In comparison, MNAT increases significantly by both SJF, WRR-H and HTA2 since these two algorithms do not limit the number of service nodes a tenant can map to. Besides, WRR-H always acquires the worst result since it adopts the scheme by assigning each request to service nodes in turn. As shown in Fig. 2, we can see that as the number of flows increases, RS+BS always acquires the least MNAT compared with other benchmarks. For example, in Fig. 2(b), when there are $5 \times 10^3$ flows, RS+BS can reduce MNAT by 62.7%, 68.8% and 66.8% compared with SJF, WRR-H and HTA2, respectively.

Figs. 3-5 show the throughput and load-balancing performance among all algorithms. Specifically, Fig. 3 shows
that, with the increasing of flows, the system throughput of all algorithms increases in both small and large topologies. RS+BS achieves similar performance compared with the other three benchmarks. Fig. 4 shows that the four algorithms can achieve a similar load balancing factor. We should note that RS+BS achieves similar throughput performance compared with other benchmarks while taking robustness constraints into consideration as shown in Figs. 1-2. Fig. 5 shows the CDF of load balancing factor of these algorithms and RS+BS has the steepest function curve. For instance, in Fig. 5(a), the ratio of service nodes with load balancing factor below 90% is 87.5%, 75%, 93.7% and 100% corresponding to SJF, WRR-H, HTA2 and RS+BS, respectively.

From Figs. 1-5, we can draw a conclusion that without robustness constraints, the three benchmarks will affect more service nodes when a tenant sends malicious traffic to mapped service nodes and will affect more tenants when a service node failure takes place. It may cause network unreliability when dealing with service node failure and tenants’ abnormal traffic. Meanwhile, RS+BS can almost achieve the same load-balancing performance compared with other benchmarks.

3) Performance Comparison with Robustness Constraints: By default, we set $k = 4, q = 60$ in the small topology and set $k = 40, q = 100$ in the large topology. When we assign a request to a service node and find this will violate the robustness constraints, this service node will refuse to serve this request. As shown in Fig. 6(a), when there are $10 \times 10^3$ flows in the small topology, RS+BS improves the throughput by 314%, 188% and 252% compared with HTA2, WRR-H and SJF, respectively.

By Fig. 6(b), when there are $10 \times 10^5$ flows in the large topology, RS+BS improves the throughput by 169%, 69.8%, 176% compared with SJF, WRR-H and HTA2, respectively.

As shown in Figs. 7-8, when $k$ and $q$ increase, the throughput of the other three benchmarks all grows slowly while that of RS+BS grows fast. For example, in Fig. 7(a), when $k = 8$, RS+BS improves the throughput by 370%, 216% and 281% compared with SJF, WRR-H and HTA2, respectively. In Fig. 8(b), when $q = 150$, RS+BS improves the throughput by 92.0%, 88.6% and 143% compared with SJF, WRR-H and HTA2, respectively. The reason is that other three benchmarks will abandon much traffic to satisfy robustness constraints while RS+BS can assign as much traffic as possible to service nodes.

From these simulation results, we can draw some conclusions. First, from Figs. 1-2, RS+BS can significantly reduce the maximum number of affected service nodes by 63.6%, 75%, 68% on average compared with SJF, WRR-H, and HTA2, respectively, in the large topology. In the small topology, RS+BS can reduce the maximum number of affected service nodes by 74.2%, 80%, 75.2% and reduce the maximum number of affected tenants by 63.3%, 68.8%, 66.1% compared with SJF, WRR-H, HTA2, respectively. Second, Figs. 3-5 show that RS+BS can achieve similar throughput of all service nodes and load balancing result while the other three algorithms do not consider the robustness constraints. Finally, as shown in Figs. 6-8, RS+BS improves the system throughput by about 314%, 188% and 252% on average compared with SJF, WRR-H and HTA2, respectively.

C. Testbed Evaluation

This section presents our system implementation to evaluate these algorithms in a small-scale testbed.

1) System Implementation: In general, we use 10 servers to build a small-scale testbed. Specifically, we first run SNAT (Static Network Address Translation) service on 5 physical servers all with Ubuntu 16.04-server OS, a core i5-7500 processor and 8G of RAM. Then we adopt 5 physical servers all with a core i5-6500 processor and 8G of RAM as computing nodes which contain tenants’ VMs. We assume that there are 20 tenants and each tenant has 1-5 VMs. In the testbed, we set $k = 2, q = 10$ and 60 flows by default.

We implement our tests with a set of flows from Google cluster-data [29] and the number of generated flows ranges from 20 to 100. We use iPerf3 tool [51] to generate tenants’ traffic and send it to the corresponding service nodes. More-
Furthermore, we use vnStat tool [52] to monitor and collect the traffic information in service nodes.

### 2) Performance Comparison without Robustness Constraints

The results are shown in Figs. 9-12. We first generate 60 flows in total scattered among 20 tenants and send these flows to service nodes based on the results of different algorithms. We record the number of tenants that each service node serves and the results are shown in Fig. 9. We can see that RS+BS reduces the average number of tenants that a service node serves by 34%, 45% and 31.3% compared with SJF, WRR-H and HTA2, respectively. Fig. 10 shows that MNAS grows when the number of flows increases for all benchmarks. In contrast, our proposed algorithm only affects a limited range of service nodes. For example, RS+BS reduces MNAS by about 50%, 60% and 50% compared with SJF, WRR-H and HTA2, respectively, given 80 flows in the system. Although RS+BS takes the robustness constraints into consideration, Figs. 10-12 show that RS+BS can acquire similar service node load compared with the other three benchmarks.

From these results, we can see that our proposed algorithm can reduce the number of affected tenants when encountering service node failure and can reduce the number of affected service nodes when a tenant sends malicious traffic to mapped service nodes. Meanwhile, RS+BS can achieve similar load performance compared with other algorithms while achieving better network robustness.

### 3) Performance Comparison with Robustness Constraints

The results are shown in Figs. 13-16. The service node will refuse to serve those flows that violate the robustness constraints. As shown in Figs. 13-14, the throughput increases with the increasing $k$ and $q$ for all algorithms. When $k$ and $q$ are relatively small, the number of abandoned flows is significant for benchmarks and RS+BS can serve more traffic than other algorithms. For example, when $q = 6$ in Fig. 13, our proposed algorithm can improve the throughput by about 124.4%, 60.7% and 100.2% compared with SJF, WRR-H and HTA2, respectively. Fig. 15 shows the throughput increases with the number of flows for all algorithms, and RS+BS can achieve the maximum total load compared with other algorithms. For example, when the number of flows is 80, RS+BS improves the throughput by about 55.2%, 88.1% and 85.6% compared with SJF, WRR-H and HTA2, respectively. Fig. 13 shows the load of each service node when the number of flows is 60. It is obvious that RS+BS has the best average and maximum service node load performance.

From the above system evaluation results, we can draw some conclusions. First, Figs. 9-10 show that RS+BS can significantly reduce the number of affected tenants and the number of affected service nodes by about 40% and 55% on average, respectively, compared with the other three benchmarks. Second, RS+BS can obtain a similar service node load performance compared with the other three algorithms while our proposed algorithm considers robustness constraints as shown in Figs. 11-12. Finally, Figs. 13-16 indicate that RS+BS can always acquire the highest load among all service nodes if all algorithms consider the robustness constraints.

### VI. Conclusion

In this paper, we focus on the problem of robust service mapping in multi-tenant clouds. To efficiently solve this complex problem, we take a two-step approach: service node assignment and tenant traffic scheduling. Several algorithms with bounded approximation factors have been designed to solve the service node assignment problem and the tenant traffic scheduling problem. Extensive simulation results show the high efficiency of our proposed algorithms.
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