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On the Unicity Distance of Stego Key

Weiming Zhang, and Shiqu Li

Abstract— Steganography is about how to send secret message covertly

And the purpose of steganalysis is to not only detect the exence of the
hidden message but also extract it. So far there have been mameliable

detecting methods on various steganographic algorithms, kile there are
few approaches that can extract the hidden information. In his paper,
the difficulty of extracting hidden information, which is essentially a
kind of privacy, is analyzed with information-theoretic method in the
terms of unicity distance of steganographic key (abbreviad stego key).
A lower bound for the unicity distance is obtained, which shas the
relations between key rate, message rate, hiding capacitynd difficulty of

extraction. Furthermore the extracting attack to steganogaphy is viewed
as a special kind of cryptanalysis, and an effective methodrorecovering
the stego key of popular LSB replacing steganography in spal images
is presented by combining the detecting technique of stegalysis and
correlation attack of cryptanalysis together. The analyss for this method
and experimental results on steganographic software “Hideand Seek
4.1" are both accordant with the information-theoretic conclusion.

Index Terms—cryptanalysis, steganalysis, unicity distance, extraoig
attack, correlation attack, “Hide and Seek 4.1".

. INTRODUCTION

to analyze a “multiple cipher”. Fridrich et al. [16] analyzbe
complexity of searching stego-key: If there is some reczajie
structure in the steganographic communication, one carituse a
sign to searching the key by dictionary attack or brutedosearch;
otherwise, searching process should try all encryptiors Key every
possible stego-key, so the complexity of brute-force sebecomes
proportional to the product of the number of stego and crietys.
That means that the extraction and decipher should be dge¢htr.
Obviously a cryptanalyst hope that the two tasks can be &dish
independently. And the extracting attack just solve thebjem
how to extract the embedded sequence without regard to tiamy
algorithm.

In this paper, the difficulty of extraction, which is essalfiji a kind
of privacy, is studied with information-theoretic methadthe terms
of unicity distance of stego key. Unicity distance is just thinimum
number of data needed by the attacker to recover the stegavkash
can exactly grasp the concept on “difficulty of extractiowt key
based stegonography. The relations between key rate, geesate,
hiding capacity and unicity distance are analyzed. And prigved
that unicity distance is directly proportional to the eplyof stego-
key, and inversely proportional to “hiding redundancy” walhiis the
difference between the hiding capacity and message rate.

As mentioned above, our conclusion comes from the basictidga
extracting attack on steganography is a special kind ofasiggsis.

Steganography is an important branch of information hidand  Therefore this problem can be solved by combining tradition
|t iS about hOW to Send secret message COVertly. The attal:kstéchniques of Cryptana|ysis and Stegana|ysis togethe'arAexam_
steganography (i.e. steganalysis) mainly include pasgtaek, active ple, we present an extracting approach on random LSB repgjaci
attack, and extracting attack. A passive attacker only svemtletect steganography of spatial images, which is based on sometitete
the existence of the embedded message, while an activekettagechniques in steganalysis and the idea of correlatiorclaf@l] in
wants to destroy it. The purpose of an extracting attackes @btain  cryptanalysis. One contribution of our attack is that it eacurately
the message embedded into the innocent data. So there aee thktimate the amount of necessary data. With this method, alem

kinds of security for different attacks respectively, idetectability,
robustness and difficulty of extraction.

The theoretic study about steganography has always beeercen
ing the detectability, and there have been many literatilva@smodel
the detectability with information-theoretic method ortire terms of
computational complexity [1]-[4]. On the other hand, refeges [5]-
[7] think of the information hiding problem with active atters as a
“capacity game”, and define the robustness using the “hicipgity”.
Although robustness is mainly concerned in watermarkiraplem,
it, as the measure of efficiency, is also important for stegeaphy.
And references [8]-[11] analyze the relation between theatability
and robustness.

Similar with the theoretic field, the study about actual ateysis
has also being centering on detecting technique. And there been
many detecting methods for a variety of steganographicriatgos

a successful extracting attack on steganographic softiitice and
Seek 4.1” [22] which is found in the United States recentlg][2
Experimental results on “Hide and Seek 4.1” are accordatit thie
analysis for our extracting algorithm, which also verifie thalidity
of the information-theoretic conclusion.

The rest of this paper is organized as follows. The main #mor
on unicity distance of stego key is given in Sect. Il. And incSe
Il a method of recovering stego key — “correlation attack’or
LSB replacing steganography of spatial images is preseritbd
experimental results on attacking “Hide and Seek 4.1" i®giin
Sect. IV. And the paper concludes with a discussion in Sect. V

Il. INFORMATION-THEORETICANALYSIS FOR THEUNICITY
DISTANCE OF STEGO KEY

A. Notations and Definitions

such as [12]-[14]. However, there are only a few papers aboutror the information-theoretic analysis, we use the follugvino-
extracting attack. Chandramouli [15] studies how to makeae¥ng tations. Random variables are denoted by capital lettegs (),
attack on spread spectrum steganography for a specialr&zéna ang their realizations by respective lower case letters. (8. The
which the same message is sent twice in the same image Wilhinains over that random variables are defined are denotedripg

different strength factors. Fridrich et al. [16] show howdset the |etters (e.g.x). Sequences al random variables are denoted with a
hidden message through recovering the key of LSB stegaplogra syperscript (e.gX ™ = (X1, X, - -+ , X) which takes its values on

on JPEG images such as “F5 [17] and Outguess [18]". And racenthe product sei™). And we denote entropy and conditional entropy

in [19] Fridrich et al. extent their approach to spatial dama
Another extracting approach to LSB steganography on JPEgés
is presented by Ma et al. [20].

with H(-) and H (-|-) respectively.
A general model of a stegosystem can be described as follows.
The embedded data/ is hidden in an innocuous dat&, usually

The extracting attack on steganography can be viewed asc&abpenamed cover object, in the control of a secret stegoKeyproducing

kind of cryptanalysis. In fact for most of steganographistsyns the
message is required to be encrypted before it is hidden.eTdrer,
when facing the model of "encrytion+hiding”, a cryptandlysas

Weiming Zhang and Shiqu Li are both with the Department of lggp
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the stego objecX . The stego key is shared between the sender and
receiver but is secret for the third party. And the receivar extract

M from X with the stego keyK. An extracting attacker wants to
recover the embedded message or the stego key through gee ste
object (Maybe he can use some side information, for examate p
knowledge about the cover object).
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Assume that the cover object data is a sequeﬂ%@ = B. Unicity Distance of Stego-key
(X1, X2, , Xn) of independent and identically distributed (i.i.d)
samples fromP (). Because the embedded message usually is cipi‘ber
text, we assume that it is a sequend®” = (M, Mo, - -- , Mny) of
independent and uniformly distributed, and independerX 8f. The

According to the Kerckhoff’s principle, the security of a&gano-

Elphic code should be based on nothing but the secrecy stébe

key. Therefore, it is important to analyze the key equiviatatin

L ) details, we want to know how many data the attacker must used

stego keyK is |n.dependent of the. message and cover. ObJeC_t' to recover the stego key, i.e. the unicity distance of stegyp K/e
Now we describe a formal definition of steganographic codelvh analyze this problem according to two kinds of attackingditions.

isl intr%duce;j by Moulin et al. E]' I[§4I]< First of all, the enegitr)lg One is stego-only extracting attack, i.e. the attacker cdy get the
algorithm of a stegosystem shou eep transparency thatbea stego objects; the other is known-cover extracting atthek means

guarantegd by so.me distortion cor+lstraint. A Fiistortiomﬁmm is a that the attacker can get not only the stego objects but alswes
nonnegative function : 'x X' — R Ui,o}’ which can be extended corresponding cover objects. And we begin the analysis kvitwn-
to one on N-tuples byl(z"™,y") = + ; d(zs,yi)- cover attack.

Theorem1: (M, fn,¢n) is lengthV steganographic code sub-
. ; . ject to distortionD with zero probability of error, i.e. for any given
tortion DD is a triple (M, fn, ¢.v), where e>0, P.xn = P(¢pn(XN, K) # M) < e. Then for given sequence
« M is the message set of cardinaljty1|; of n (n is large enough) pairs of cover objects and stego objeas, th
o fnv 0 XN x M x K — XV is the embedding algorithm expectation of spurious stego ke, for known-cover extracting
mapping a sequence’, a messagen and a keyk to a sequence attack has the lower bound such that
¥ = fn (N, m, k). This mapping is subject to the distortion

Definition 1: [ A length-N steganographic code subject to dis

. _ oH(K)

constraint 5n> s~ L

2. 2> |/\/l|1- |IC|P(§N) whereC(D) = max H(X|X) is the hiding capacity and,,, =

zNecxN keKmeM a(z|7)eQ m
@Y, fn (@, m k) < D ; HUD is the message rate.
e dn : XY x KN — M is the extracting algorithm mapping Proof: For a given sequence of pairs of cover objects and stego

the received sequenag” with the keyk to a decoded messageobjects(z",z")", the set of possible stego keys is defined as
m = ¢n(z™, k).

K(@Y,zM)") = {k € K|3m"™ € M"™ such that

. L . . P(m™) > 0and fu(zV", m", k) = ™"
A cover channel is a conditionalm. f. (probability mass function) (m") In@m", k) =2

q(z|z) : X — X. The compound cover channel subject to distortiofhere

D is the set
- - _ R @ m" k)
Q = {q(z|2) : Zd(%w)fZ(ﬂ@P(w) <D} . = (FnGEY, mu k), (@Y, k)
’ (m{\r77mr]¥):mNn
The length”A memoryless extension of the channel is the conditional
p.m.f. So the number of spurious stego keys for obserg@tl, =™V )" is
N |K((@",2™)")| — 1, and the expectation of spurious stego keys is
q@™ @) = [ a(wil@), YN > 1 . given by
=1
< _ ~N _N\n ~N _N\n
For a lengthV steganographic code, define the message rate and key °» = ) >, P@E" M) HK((““" @) = 1]
rate as @~ aNyn
N N (EN,wN)n

respectively. And define the probability of error aBy =

P(én(XN,K) # M). The hiding capacity is the supremum of all

achieve message rates of steganographic codes subjedctaatidn H(K|)~(N7L7XN7L)

D under the condition of zero probability of error (i.€.,n — N Nun N  Nin

0 asN — o). X P@EHHE] "))
Because we disregard the active attacker and assumekthiat @)

Using Jesen’s inequality, we can get

independent ofM and X, the results of [7], [24] imply that the < > P(@EY,2™)")log, ‘K((%N,mN)")

expression of hiding capacity for steganographic code eagiten (@N,aN)n

by _ < log, Y. P(@EN,2™)") |K(@EN,2V)")
C(D) = max H(X|X) . (1) N

q(z]T)eQ -
: : - = logy(Sn+1) . )
Because”' (D) is the maximum of the conditional entropy through
Nn

all cover channels subject t® distortion, C'(D) just reflects the On the other hand, fr@ N, m™ k) = = implies
hiding ability of the cover-object within the distortion metraint. So  H(X™"| X", M™, K) = 0, which, together with the assumption
we refer toC(D) — R, as the hiding redundancy, which can reflecthat key is independent of message and cover object, message
the hiding capability of the steganographic code. independent of cover object, and the sequenkés® and M" are
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both i.i.d. sequence of random variables, yields that
H(XN7L,XNn,M7L,K)
_ H(XN7L|)'EN7L7M7L7K) +H(.§ZN”7M”,K)
= HX", M")+ H(K)

NnH(X) +nH(M)+ H(K) . ®)

Since the steganographic code satisfies zero probabiligrrof, we
have, for any giverz > 0,
P(on (X", K) # M")
= P((on(X1,K), o8 (X0 K) # (M, -~ My))
= P(Jisuchthatl <i<nandon(X),K)# M)
> P(on (X1, K) # M)

i=1
< ne .

IN

4
Equation [#) with Fano’s inequality implies that for any give > 0,

H(M"| X", K) < ne (5)

max H(X|X) is the hiding capacityR,, =
q(z|z)EQ

A1) is the message rate aré, = L0 is the key rate.

where C(D) =

Corollary 2 shows that larger key ratg, and smaller hiding
redundancyC'(D) — R,, can make stronger difficulty of extraction.
The former is clear, while, for the latter, we give an intsti
explanation as follows. Smaller hiding redundancy meansssage
rate more appropriate for the cover channel. In this casdirgewith
the stego-objects (such as sampling) with correct and apsirkey
respectively can only bring small differences. In other dgorit is
difficult for the extracting attacker to distinguish betwethe correct
key and spurious ones.

C. The Analysis for LSB Steganography

As an example, we use the results in preceding subsection to
analyze the most popular steganographic mechanism, neloma
LSB steganoraphy on images, such as F5 [17], Outguess [1B] an
“Hide and Seek” [22].

LSB replacing steganography usually work in the followingm

Furthermore, because Sequeni{’é\r” is i.i.d. sequence of random ner: Firstly, select an image witlh DCT coefficients for JPEG im-

variables and cover channel is memoryless, we obtain that
H(XN™ X" M™ K)
= HX™)+HX"" XY + HEIXV, XN
+H(M"| XN XN K)
< NnH(X)+ NnH(X|X)+ H(K|XN", xN™)
+H(M" X" K)
< NnH(X)+ NnH(X|X) + H(K|X"", X"™) + ne.(6)
combining [B) and[{6) yields that, for any giver> 0,
H(K|XN", XNy > H(K)4+nH(M)— NnH(X|X)—ne , (7)
which, together with[{R), implies for any given> 0,
log, (Sn 4+ 1) > H(K) +nH(M) — NnH(X|X) — ne ,

i.e.
_ oH(K)
n 2> < -1 (®)
n(NH (X|X)—H(M)+e)
Since hiding capacity’' (D) satisfiesC'(D) = (H‘lgij H(X|X) and
q(z|z)€e
R = 20D e have, for any gives > 0,
_ 9H(K)
Sn 2 9nN(C(D)—ERm +e) -1
[ ]

ages (orN pixels for spatial images) denoted By= (c1,--- ,cn).
Then randomly pick a subset of pixel§¢;,,---,¢;, }, using a
Pseudo-Random Number Generator (PRNG) which is seeded with
a stego-keyk belonging to the key spack, i.e. the PRNG with

k generates a embedding pdth ,--- ,jz}. Finally, embedding the
message sequendd = (mai,---,mr), wherem; € {0,1}, by
replacing the LSBs ofc;, , - - - , ¢;,, } or other embedding operations
such ast1 to the DCT coefficients (or pixels), and generate the stego-
image S = (s1,---,sn~). Two kinds of embedding operations are
shown in Table | and Table Il respectively.

TABLE |
LSB REPLACING EMBEDDING OPERATION

Sample value 2 2i+1
Embedded message bjt 0 1 0 1
Modified sample value| 2; | 2i+1 | 27 | 2i+1

TABLE Il
+1 EMBEDDING OPERATION

Sample value 2i 2i+1
Embedded message bjt 0 1 0 1
Modified sample value| 2; | 2i+1 or 2-1 | 2; or 2i+2 | 2i+1

The embedding rate is defined as the ratio of the length of
message to that of image, ire—= % which means that the possibility

Definition 2: The unicity distancen, for a steganographic code of 3 DCT coefficient (or pixel) being selected to carry onemitssage

with known-cover extracting attackers is the minimum numbg
pairs of cover objects and stego objects with which one dspbat
the expectation of spurious stego keys equals zero. And nityu

is r, because the message is asked to randomly scattered in ¢he wh
image. Since message sequendds usually cipher text, we assume
that M is uniformly distributed and independent with, therefore

distancen: for a steganographic code with stego-only extractingyery pixel is modified with probability. In fact LSBs of images are
attackers is the minimum number of stego objects with whink 0 simjlar to noise data and then approximately is uniformistrithuted

expects that the expectation of spurious stego keys eqaeats z

It is easy to know thati; > no . And using Theorerfill1, we can

get the following important corollary.

and independent with/, so the assumption of modifying rate being
5 is also reasonable for plain text.

When using Corollarf]2, we have to compute the hiding capacit
that is hard generally. However, if the cover-objects areatyi
sequence satisfying distribution of Berno(%lb and the distortion

Corollary 2: The unicity distance, for known-cover extracting metric is Hamming metric, hiding capacity is given in [24]he
attack andn, for stego-only extracting attack satisfy that for anyapacity is

givene > 0,
Ry,

Sng> ——
"M== CD) — R te

1
z 9)
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. e with the mixing parameter as a function of the embedding.rate
Through analyzing this mixture distribution, we can explsome
“accordant advantage” of the correct stego key over thoseiss
ones. Finally, with this accordant advantage, do the caticel attack
as cryptanalysis to obtain the stego key.

We do extracting attack under the assumption that we getga ste
r 1 image and know the steganographic algorithm. And the orihgttve
1 don’t know is just the stego key. This assumption is simil&ghwhat
in cryptanalysis. And in this paper, 8 bits grayscale imagésken as

H(r/2)

1 examples to describe our method. And the same notationosas th
1 Sect. Il (C) will be used. In details, denote the cover imagg stego
T T e S S image with N pixels by C = (c1,--- ,en) andS = (s1,--- , sn)
r respectively, where;, s; € [0,255] and1 < ¢ < N. The stego key
Fig. 1. Hiding redundancy: the curve denotes the *hidingacéty” H (%), _ k, belonging to the Key spade, is Ju:St the 'S'e'ed of the P.RNG' The
the beeline stands for the message ratand the difference between them ismessage sequence IS denotedMy= (m, ;mz). Notice that,

just the hiding redundancy. as mentioned in Sect. |, message is usually required to bypad
before it is embedded into images, which is why recoveriegskey
with simple brute-force search has to consider the enaygtey at
where H(D) = —Dlog, D — (1 — D) log,(1 — D). the same time. And the purpose of our method is to get the &&@po
To analyze the LSB steganography, for simple we take the LSBgegardless of encryption key when getting only the stegaanta
of the DCT coefficients (or pixels) as cover-objects, whietissies
distribution of Bernoull(%) approximatively. And when the the . o . L
embedding rate is (0 < r < 1), message rate is jugt,, — % _ A. A mixture distribution model of stego images’ noise
7 bits/sign (note thaik,, has a unit but embedding ratehas not)  LSB steganography essentially hides the message in the args
and the Hamming distortion i§. Therefore [[D) implies the hiding of the image. Therefore we analyze the noise data of the ateage.
capacity isH (3 ), and the hiding redundancy B (3) —r. Firstly filter the stego imagé = (si,--- ,sxy) with spatial average
In FigM, it is clear that whem — 0 (or » — 1), the redundancy filter, and get a“new image5 = {51, 32,--- ,5x}. Note that here
of cover channeld (3) — r — 0, with which Corollary[® implies saves;’s as real numbers, i.e. keep several digits of decimalifract
that the unicity of the stego key tends to infinity, i.e. it iarth for when averaging pixels. Then take difference between thelgbf S

the attack to succeed. and S as the noise data. Far< ; < N, if s; is odd, the noise data
is defined asw; = s; — §;, and if s; is evenw; = 5; — s;. The set
[1l. EXTRACTING ATTACK ON LSB REPLACING of noise data is denoted By = {w:, wa, -+, wn}.
STEGANOGRAPHY OFSPATIAL IMAGES It is reasonable to assume that the noise data corresponding

. to s;'s, which have not been modified, is a sample from a Gaussian
Reference [16] presents an extracting attack on LSB stegapby \yhite Noise approximately, i.e. a normal distribution witiean0

of ‘]PE_G images (such as F5 _and Outguess), and [19] ma_ke aMY variancer2. And if the pixels; in ith position has been modified
extracting attack on LSB (replacing drl) steganography of spatial ;| embedding procesd, has been added ta when s; is odd, and

images. The purposes of these attacks are both to recovestaho- 1 has been subtract from; when s; is even as shown in Table
key, apd the experimental results show the same phenomamahén [ Thereforew;'s corresponding to modified;’s can be viewed as a
attacking processes need more data for small or large ennigeride sample from a normal distribution with mearand the same variation

T indhwhefnr — 0 (orhr — 1) the a}ta(_:ks will fail, which consists 2 pore e ignore the influence of modifying pixels around the
Vr‘:'t the |nhorr:j1at_|on-r: el?jreglc concdust:on ': SECt'I ”'_ H_ewer, on positioni, because this kind of influence is counteracted by averaging
the other hand, it shou e noted that the analysis in Skas | them. Both of the two assumptions have been verified by exaetal

ba_sedbon_ SO(T? geniral assumptions ai?d Itr;e Iov;]/e_r Pour:d Itat;lpro results on many images. When embedding rate,ifn .S on average
[ is obtained from known-cover attack although it is also welo - of pixels have been modified. S — {w, wa,--- ,wx} is @

bound for stego-only attack. Therefore the results of phegesection sQampIe from a mixture distribution
can only reflect the tendency of the difficulty of recoveringge

key but can not be used to estimate the amount of needed data by Fr(z)=(1—- f)F(m) + fg(x) (10)
the attacker. And the methods of [16] and [19] are both based o 2 2 2

non-parameter hypothesis testing, by which it is hard teuate where F(x) and G(z) are the distribution functions of normal
the necessary amount of samples. Now we present a new stggo ditribution N (0, o2) and N(1, o2) respectively.

searching method for LSB replacing steganography of diet&ges  For k € K, let I(k) denote the set of sample indices visited along
by using a parameter hypothesis testing, which is efficiedtsimpler  the path generated from the k&y!f k is a spurious key{w; }jerk)
than preceding methods. The main contribution of our attadkat s a random sample from distributiofJ10). On the other hnd,is

it can accurately estimate the amount of necessary datahwhi just the correct keyko, in {w;};c1(x,) On averages0% of samples
important because with less data we cannot get the stego kg W are from distributionF(z) and the other50% of them from the

too much data will slow down the searching speed. distribution G (z). So in this case{w; },cr(x,) iS @ random sample
Our method is also an example about how to do extractinglattag@om mixture distribution such as

by combining traditional techniques of cryptanalysis arefjanalysis 1 1

together. The main ideas are as follows. Firstly estimageléngth Fi(z)=-F(z)+ =G(z) . (12)

of the message (the embedding rate) with some detectingoaieth 2 2 2

And then filter the stego image to get the data of its noise ar®éhen0 < r < 1, the difference between distributiods]10) ahdl (11)
that can be thought of as a sample from a mixture distribui®}) can be used to distinguish the correct key from those spsioes.
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B. Accordant Advantage ThereforeZ,’s are also i.i.d random variables. Construct a sequence

To exploit the difference between mixture distributioh§l)(and of statistics such ag, = > Z; wherel < n < L. For the correct
. . . . . . =1
(@), let X, be a random variable with distribution functiéf(z), X1 key ko, the analysis in Sect. Il (B) shows th&{Z: = 1} = po ,

is a random variable with distribution functia@i(z), a0 = P{Xo > .4 the Central Limit Theorem implies that the distributifr,, is

A}, andar = P{X; > A}, whereA is a real number larger than approximately equal to the normal distributidf(npo, npo(1 —po))
zero. Then whenn is large enough. Similarly, on the other hand, for an inazirre
a :/“’o dF (z) = e exp{_l’_2}dx 12 key k, the distribution of, is approximately equal to normal
A A 2no 202 distribution N (np1, np1(1 — p1)) whenn is large enough. Then the

work of searching the correct key can be formulated as thevioig

+o0 +o0 _1)2 hypothesis testing problem:
o = / dG(z) = L e {_(‘”2721)} v @3 " 9P
A A Vimo 7 Ho: nn ~ N(npo,npo(1—po)) which meansk is just the correct

Write Ao = a1 — awo. It is easy to be proved thaka > 0. key ko;
As mentioned above, for the correct key, the sample of noise  f,: 5, ~ N(np1,npi(1 — p1)) which meansk is an incorrect
data sef{w; } jcr(x,) Can be modeled as the realizations of a random key.

variableY, whose distribution function i§{11), while for an incorrec'rSelect a threshold”. If 1, > T', acceptHo

. o otherwise accepif;.
key k, sample{w;};crx) can be viewed as the realizations of a

random variableY; whose distribution function id{10). Letp = Generally larger number of sampleswe use, more accurate de-
P(Yy > A) andp: = P(Y; > A), then cision we can do. However, largarmeans spending more searching

oo 1 1 time. We should determing and the threshold” so as to achieve

po = / dF:i(z) =0+ zaa1 , (14) the proper probability of the false alarm eventand that of missing

JA 2 2 2 eventp,,. Using [IT), we obtain that
oo
ne om0 -fsin 09, g Tom ), o(_moT Y o
np1(1—p1) npo(1 — po)

And then the difference between them is that .
In the present problem, we mainly concerp When the number of

Ap=po—p1 = l(1 —7)(o1 — ap) = %(1 —r)Aa . (16) all possible stego keys i|, ps is picked as small ag‘% so that

. 2 . the correct key can be determined uniquely. Andcould be chosen
When the embedding ratebeing less than, Ap > 0 because\a > close to zero (for example0~2). For givenp; and p,.., search the

0. That imp!igs the correctl key can sample large noise data WHable for Standard Normal Distribution Function to get andwm,
lager possibility than a spurious key does. Caj} as the “accordant such that—

. =7 = Q(ws) andpm = Q(wm). Then with [2D), we can
advantage”. Wher\p being large enough, we can recover the Corre%mpute %he needed values ofand T as follows:
key. Given ther, Ap is determined byA«, therefore we hope to take

. . 2
the properA to get the largest\a. Define function — —
properA to g gest 2 . [wm\/po(l pO)A';wf pid pl)} e
1 P00
Q)= = [ Tew{ -G an. an
om Jo ’ T (1—p1)+np (22)
= w np — .
Thenao = Q(4), a1 = Q(4=1), thereforeAa = Q(A=1) — VIR A '
Q(?)- And when% - _é, ie. A= 1, Aais largest. In this Note that to get» samples of noise data,* (n* ~ =) pixels are
case, needed on average. So combiniigl(16) and (21), we can get an
Aa = Q(_%) — Q(%) =1— QQ(%) . (18) estimation for the number of needed pixels such as
. 2
To compute the values qfy and p;, we need also estimate the 4 (wm\/po(l o) +wp/pi(l _p1)>
variation 2. Denote the second moment of samplé as a, i.e. n" = (23)
LN _ _ o r[(1 —r)Aa)?
az = + Z; wj. Notice thatW is the sample from distributiof.{]LO), Equation [ZB) shows that* — oo asr — 0orl. In other
therefore the result in [25] implies thab = (1 — %)(52 +0%) + Words, when the embedding rates very small (close t®) or very
3(52 112),ie large (close tol), the process of recovering stego key will become
2 T 2 r (19) difficult because we have not enough pixels to use. Noticettiigis
g =a2 — — .

accordant with the information-theoretic analysis in SecAnd this

conclusion will also be proved by he experimental results'tdide

and Seek 4.1" in next section.

] With preparations above, now we describe the attacking odeth

C. Correlation Attack Assume that we have detect a stego imayevith N pixels, and
In this section, we borrow the idea of correlation attack iknow details of the steganographic algorithm except thgostey.

cryptanalysis to recover the stego key with the accordamhrdge The attacking procedure goes through the following steps.

Ap. Fork € K the set of indices generated from the Keis denoted

as I(k) = {ji,j2,---,jr}. And the corresponding sample from Algorithm — Correlation Attack

noise setiV obtained withk is {w;,,wj,, -+ ,w;, } which can be Step 0 1) Estimate embedded message ledgtand the em-
viewed as a sequence of i.i.d. (independent and identidegtyibuted) bedding rate- (- = <) using the method in [26]:
=£ :

random variables. Define a new sequence of random variables a 2) Filter the stego imagé and take the noise data set

1, fw; > A . W = {wn, ,wa, --- ,wn} as described in Sect. IlI
ZZ_{Q if w;, <A lsisL. (A);

2
And we take statistid{19) as the estimationcdt.
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3) Estimate the variance?® with statistic [I9). Letd =  key successfully. Plain text and cipher text are embeddgueatively
0.5, and computey, andp; by using equationd{12), with “Hide and Seek 4.1" for the experiments and the attagkasults

@), (12) and[[1b); are similar. These Experiments are achieved on Pentium Ishinas

4) Letpy = ﬁ choose a propep,, (for example running at 2.4GHz, 512MB RAM, and there is a search rate of 250
1072), and pick thew; and w., such thatQ‘—}C‘ = 8400 keys per second. The search speed is greatly influerctte b
Q(wy), and pr, = Q(wy,). Finally compute the embedding rate.
necessary number of samplesand the threshold” The detailed results of experiments on lena.gif and peppérs
using [Z1) and[{32). when key is only the 16 bits of seed, list Tallél Ill and Table

Step 1 Ifn > L, go to Step 3; otherwise, test all stego keys ifi¥] respectively. In the tables, “-” means that estimated hamof
K: for everyk € IC, seed the PRNG witk to generate the samples: is larger than the length of messafjeand the attack will
set containingn sample indiced (k) = {j1,j2, -+ ,jn} do Step 3{T}%, with “*" is smaller than threshold” and |B| is zero,
and extract: samples of noise datw;, , wj,,--- ,w;, }. therefore the attack also will do the Step 3. It is shown thdienr
Then count the numbef;, of w;,’s such thatw;, > 0.5, satisfying10.5% < r < 52.6% (i.e.200 < L < 9000), the necessary
ie. Ty = {wj,|wj, > 05,1 < i < n}. If T <T, number of samples is smaller than the length of messafe and
rejectk, otherwise savé to the setB, i.e. B = {k|k € the attacking procedure can stop successfully in step Zisncase,

K and Ty, > T3. there is searching speed increasel@¥ — 45% than that of setting
Step 2 If|B| = 1, then then take the only key iB as the correct n = L directly, and note that th&}, is larger than but close to the
key and stop; IfiB| =0 or |B| > 1 go to Step 3; thresholdT", which implies that the necessary number of samples

Step 3 Letn = L. Test all keys ink as does in sted and and the threshold@ obtained with [2Il) and{22) are accurate.
obtain T}, for everyk € K. Write Tiax = I]?él%({Tk}a and  And on the whole the attacking processes need more data for

D ={klk e K and Ty = Timax}; smaller or larger embedding rate and whenr — 0 (or r — 1)
Step 4 If|D| = 1, then take the only key it as the correct key attacks will fail, which verifies the information-theoretconclusion
and stop; If|D| > 1, the attack fails and stop. in Sect. Il once more.

IV. EXTRACTING ATTACK ON “HIDE AND SEEK 4.1"

As an example, we use our method to recover the stego key
of "Hide and Seek 4.1” [22] which is a typical LSB replacing
steganographic algorithm on the GIF file with 256 shades ay gr
color (In fact the deviser of “Hide and Seek” suggest thaygrale
is best by far). The PRNG, used in “Hide and Seek” to genetste t
embedding path, is based on the function “random ( )" of “Bod
C++3.1", which is seeded by a seed of 16 bits and the length of Fig. 2. lena.gif Fig. 3. peppers.gif
message together. Hiding program encrypts the heademiatan,
which consists of the 16 bits seed, length of message and elumb
of version, with IDEA cipher to produce 64 bits cipher textsda
embeds them into the LSBs of the first 64 pixels of the GIF file. V. CONCLUSION
The key of IDEA is generated by a password consisting of hatemo ! . .
than 8 characters (64 bits). Therefore the receiver, whavknihe In the f|e|d.of steganalys!s, so far there have been mangmmss
password, can decipher the hider information to get the see about detecting attack while there are few about extracsitigck.

length of message, which will seed the PRNG to extract thdemd But the latter also will be concerned_greatly because it "‘0@'9’“
message. that a cryptanalyst has to face. In this paper, we make anprelry

It is hard to recover the 64 bits key of IDEA, but we can skip th@nalysis on this problem using information-theoretic rodthhat is
first 64 pixels and recover the key of PRNG with “Correlatiottiatk” an analogue of Shannon's for cryptography [27]. And theltesian

directly. “Hide and Seek 4.1 uses only GIF images Wit x 480 give some general idea about the extracting attack no stggaimy.

pixels, so the maximum length of message is defined as 19a8ly Our basic idea is that the extracting attack is in principle a
And the approach of [26] can estimate the embedding rateerisr Kind of cryptanalysis, and it should rely on both stegarialyd

betweent-0.02, therefore mostly about 764000 x 0.04) possible Cryptanalysis. As an example, we present an effective eiigy
lengths need to be tested when searching for the key. In uibegrs, Method no popular LSB replacing steganography of spatiages by

the cardinality of the key space we searcB'ix 760, i.e. the length USing the detecting technique of steganalysis and cowslattacking
of virtual key is only about 26 bitsl6 + log, 760 ~ 25.57). technique of cryptana}yss together. The gnaIyS|s for odraeting
We do the experiment on 40 GIF files with 256-greyscale fdrethod and the experimental results on “Hide and Seek 4elbath
several kinds of embedding rates. And the correct key can Bgcordant with the information-theoretic conclusion.
determined when embedding ratesatisfies5.3% < r < 94.7%. Better lower bounds on unicity of stego key for stgeo-ontait
However, because the image used by “Hide and Seek” is snmayl (o@nd attacks under other conditions are interesting problénat
320 x 480 pixels), for |K| = 2'® x 760, the number of needed We Will study. And our further work will also include exploig
samples» usually is larger thard., the algorithm has to do the Step€Xtracting approaches on other kinds of steganographaritigs.
3. To test the estimations for and 7" with @) and [ZR), we also
do the experiment under the assumption that the length ofages
being known, which means the key is only the 16 bits of seed. In

this case, for such thatl.1% < r < 98.4%, we can get the correct s paper is supported by NSF of China No 60473022. And the
1|n “Hide and Seek”’when used as a part of key’ the unit of nﬂg&a authOI’S WOu|d ||ke to thank \]|a CaO, Nlng Ma, Wel Guan and Hell
length is byte. Xiao for many helpful and interesting discussions.
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TABLE Il
EXPERIMENTAL RESULTS ON LENAGIF

Length of Embedding rate| Number of Threshold T| T}, corresponding | Result of attack
message L (bytes r samples n (bytes to the correct keyo
100 0.005 - - - Fail
200 0.011 - - - Succeed
1000 0.053 - - - Succeed
2000 0.105 1830 6925 7086 Succeed
3000 0.158 2066 7845 8040 Succeed
5000 0.263 2699 10319 10466 Succeed
8000 0.421 4374 16888 16922 Succeed
9000 0.474 5293 20503 20560 Succeed
10000 0.526 6535 24086 25398 Succeed
12000 0.632 10805 41954 42265 Succeed
13000 0.684 - - - Succeed
18700 0.984 - - - Succeed
18800 0.989 - - - Fail
TABLE IV
EXPERIMENTAL RESULTS ON PEPPERSIF
Length of Embedding rate| Number of Threshold T| Ty, corresponding | Result of attack
message L (bytes r samples n (bytes to the correct keyko
50 0.003 - - - Fail
100 0.005 - - - Succeed
200 0.011 - - - Succeed
1000 0.053 - - - Succeed
2000 0.105 1301 4874 5008 Succeed
3000 0.158 1470 5527 5669 Succeed
5000 0.263 1921 7341 7982 Succeed
8000 0.421 3111 11894 11933 Succeed
9000 0.474 3764 14368 14493 Succeed
10000 0.526 4648 17889 17964 Succeed
12000 0.632 7680 29912 29514* Succeed
13000 0.684 - - - Succeed
18700 0.984 - - - Succeed
18800 0.989 - - - Fail
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