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Efficient Reversible Data Hiding Based
on Multiple Histograms Modification

Xiaolong Li, Weiming Zhang, Xinlu Gui, and Bin Yang

Abstract— Prediction-error expansion (PEE) is the most
successful reversible data hiding (RDH) technique, and existing
PEE-based RDH methods are mainly based on the modification of
one- or two-dimensional prediction-error histogram (PEH). The
two-dimensional PEH-based methods perform
generally better than those based on one-
dimensional PEH; however, their performance is still
unsatisfactory since the PEH modification manner is fixed
and independent of image content. In this paper, we propose a
new RDH method based on PEE for multiple histograms. Unlike
the previous methods, we consider in this paper a sequence
of histograms and devise a new embedding mechanism based
on multiple histograms modification (MHM). A complexity
measurement is computed for each pixel according to its context,
and the pixels with a given complexity are collected together
to generate a PEH. By varying the complexity to cover the
whole image, a sequence of histograms can be generated. Then,
two expansion bins are selected in each generated histogram and
data embedding is realized based on MHM. Here, the expansion
bins are adaptively selected considering the image content such
that the embedding distortion is minimized. With such selected
expansion bins, the proposed MHM-based RDH method works
well. Experimental results show that the proposed method out-
performs the conventional PEE and its miscellaneous extensions
including both one- or two-dimensional PEH-based ones.

Index Terms— Reversible data hiding, prediction-error
expansion, multiple histograms modification, adaptive
embedding.

I. INTRODUCTION

REVERSIBLE data hiding (RDH) aims to embed secret
message into a cover image by slightly modifying its

pixels, and more importantly, the original image as well as
the embedded message should be completely restored from the
marked image [1], [2]. In the last decade, RDH has received
much attention from the information hiding community and
this technique has also been applied in some applications

Manuscript received December 24, 2014; revised April 11, 2015 and
June 8, 2015; accepted June 8, 2015. Date of publication June 11, 2015;
date of current version July 28, 2015. This work was supported in part by the
National Natural Science Foundation of China under Contract 61471272 and
Contract 61170234 and in part by the National Key Technology Research and
Development Program of China under Grant 2015AA011605. The associate
editor coordinating the review of this manuscript and approving it for
publication was Dr. H. V. Zhao.

X. Li, X. Gui, and B. Yang are with the Institute of Computer Science
and Technology, Peking University, Beijing 100871, China (e-mail:
lixiaolong@pku.edu.cn; guixinlu@pku.edu.cn; yang_bin@pku.edu.cn).

W. Zhang is with the School of Information Science and Technology,
University of Science and Technology of China, Hefei 230026, China (e-mail:
zhangwm@ustc.edu.cn).

Color versions of one or more of the figures in this paper are available
online at http://ieeexplore.ieee.org.

Digital Object Identifier 10.1109/TIFS.2015.2444354

such as image authentication [3], [4], medical image
processing [5]–[7], multimedia archive management [8],
image trans-coding [9], and data coloring in the cloud [10], etc.
In general, RDH is a fragile technique and the marked image
cannot undergo any degradation. In this light, a RDH method
is usually evaluated by its capacity-distortion performance,
i.e., for a given embedding capacity (EC), one expects to
minimize the embedding distortion measured by PSNR of the
marked image versus the original one.

Early RDH methods are mainly based on lossless
compression [11]–[14]. The idea behind these methods
is to losslessly compress a feature set of cover image
and utilize the saved space for reversible embedding.
In [11], Fridrich et al. proposed to compress a proper bit-plane
with the minimum redundancy. In [13], Celik et al. proposed
a generalized least significant bit (LSB) compression method
to improve the compression efficiency by using unaltered
bit-planes as side information. However, the lossless-
compression-based methods cannot yield satisfactory
performance, since the correlation within a bit-plane is too
weak to provide a high EC. As EC increases, one needs
to compress more bit-planes, thus the distortion increases
dramatically.

Later on, more efficient RDH methods based on histogram
modification and expansion technique have been devised.
The histogram-modification-based method is firstly proposed
by Ni et al. [15]. This method focuses on high visual quality
with quite limited EC, in which the peak point of image
histogram is utilized for data embedding. In this method,
each pixel value is modified at most by 1, and thus the
marked image quality is well guaranteed. Ni et al.’s method
is improved by Lee et al. [16] by using the histogram
of difference image. The spatial correlation of natural
images is exploited in [16] by considering the difference of
adjacent pixels. Thus, a regular-shaped histogram is utilized
in Lee et al.’s method. This histogram is centered at origin and
has rapid two-sided decay which is more suitable for RDH.
The expansion technique is firstly proposed by Tian [17]. This
method is performed on pixel pairs, and one data bit is
embedded into each selected pixel pair by expanding its
difference. Compared with the lossless-compression-
based RDH, Tian’s difference expansion (DE) based method
can provide a higher EC with an improved PSNR. The
DE approach has attracted considerable attention and it
makes an important progress in RDH. Afterwards, the
expansion technique has been widely investigated and
developed, mainly in the aspects of integer-to-integer
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transformation [18]–[22], location map reduction [23]–[25],
and prediction-error expansion (PEE) [26]–[35]. Besides
the histogram modification and the expansion technique,
the analysis about theoretical capacity limit subjected to
admissible distortion has also been studied in some recent
works [36]–[39].

Nowadays, the most effective and extensively exploited
RDH technique is the PEE technique which is firstly proposed
by Thodi and Rodriguez [26]. Instead of the difference value
in DE, the prediction-error is utilized in PEE for expansion
embedding. Thus, unlike DE where only the correlation of
two adjacent pixels is considered, the local correlation of a
larger neighborhood is exploited in PEE. As a result, compared
with DE, better performance can be derived by PEE. Following
Thodi and Rodriguez’s work, many RDH techniques related to
PEE have been proposed in recent years, for example,
double-layered embedding [31], [40], [41], adaptive
embedding [40]–[43], context modification [32], optimal
expansion bins selection [34], [44]–[47], and two-dimensional
histogram modification [48], [49], etc. On the other hand,
some PEE-based methods [50]–[54] exploit advanced
prediction techniques to generate a more sharply distributed
prediction-error histogram (PEH), and this is also helpful for
enhancing the embedding performance.

Notice that, most previous PEE-based methods are
based on one- or two-dimensional PEH modification. The
two-dimensional PEH based methods perform generally better
than those based on one-dimensional PEH, however, their
performance is still unsatisfactory since the PEH modification
manner is fixed and independent of image content. In this
work, we focus on PEE and propose a new RDH method based
on PEE for multiple histograms. Unlike the previous methods,
we consider here a sequence of histograms and devise a
new embedding mechanism based on multiple histograms
modification (MHM). By MHM, the embedding performance
can be optimized by adaptively selecting expansion bins in
each histogram considering the image content. Specifically, for
each pixel, its prediction value and complexity measurement
are computed according to its context, and multiple histograms
are generated for different complexity levels. That is to say,
the pixels with a given complexity are collected together to
generate a PEH, and by varying the complexity measurement
to cover the whole image, a sequence of histograms can be
derived. After that, two expansion bins are selected in each
generated histogram and data embedding is realized based
on MHM. Moreover, based on an estimation of embedding
distortion, the expansion bins can be effectively determined
such that the distortion is minimized. The proposed method
is a generalization of some existing methods and it can well
exploit image redundancy to achieve improved embedding
performance. Experimental results show that the pro-
posed method outperforms the conventional PEE (C-PEE)
and its miscellaneous extensions including both one- or
two-dimensional PEH based ones. Our advantages mainly lie
in the MHM-based embedding mechanism and the selection
of optimal expansion bins.

The rest of the paper is organized as follows. Some previous
PEE-based works including C-PEE and its improvements are

briefly introduced in Section II. Section III presents the
proposed MHM-based RDH method in detail. The
experimental results as well as the comparison with the
prior arts are shown in Section IV. Finally, Section V
concludes this paper.

II. RELATED WORKS

We present in this section some RDH works related to
PEE including C-PEE [26]–[29], the PEE with adaptive
embedding (A-PEE) [40]–[43], the PEE with optimal expan-
sion bins selection (O-PEE) [34], [44], and the PEE which
combines both adaptive embedding and optimal expansion
bins selection (AO-PEE) [55], [56].

The first step of these PEE-based methods is the generation
of PEH. First of all, in a specific scanning order, the
cover pixels are collected into a one-dimensional sequence
as (x1, . . . , xN ) where N is the total number of collected
pixels. Then, a predictor is employed to predict each xi , and
the prediction value denoted by x̂i should be rounded off if it
is not an integer. Next, the prediction-error is computed by

ei = xi − x̂i . (1)

Finally, the prediction-error sequence (e1, . . . , eN ) is derived
and the corresponding PEH denoted by h can be
established as

h(e) = #{1 ≤ i ≤ N : ei = e}, ∀ e ∈ Z (2)

where # means the cardinal number of a set. The second step
of PEE-based methods is the modification of PEH. We now
introduce the PEH modification mechanisms for the above
four types of PEE-based methods, respectively.

A. C-PEE

After PEH generation, the C-PEE embedding procedure
contains following steps. First, for a prediction-error ei , it is
expanded or shifted as

ẽi =

⎧

⎪

⎪

⎨

⎪

⎪

⎩

ei + m, if ei = 0
ei − m, if ei = −1
ei + 1, if ei > 0
ei − 1, if ei < −1

(3)

where m ∈ {0, 1} is a to-be-embedded data bit. With (3),
the bins −1 and 0 are expanded to embed data, while other
bins are shifted to create vacancies to ensure the reversibility.
Then, the cover pixel xi is modified to x̃i = x̂i + ẽi to
generate the marked pixel. Notice that the above procedure
will stop once all data bits are embedded, i.e., only the cover
pixels (x1, . . . , xNend ) need to be processed where Nend ≤ N is
the smallest index such that the payload can be embedded into
the first Nend cover pixels.

An illustration of histogram modification mechanism for
C-PEE is shown in Fig. 1. Particularly, the mapping of bins
for C-PEE is shown in Fig. 1(b), in which the red points
(bins −1 and 0) are expanded while black points (other bins)
are shifted.

The C-PEE extraction and image restoration procedure can
be summarized as follows. First, determine the prediction x̂i of
marked pixel x̃i for each i ∈ {1, . . . , Nend}. The marked
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Fig. 1. Histogram modification mechanism for C-PEE. (a) PEH before (left)
and after (right) C-PEE embedding. (b) Mapping of bins for C-PEE.

prediction-error is thus ẽi = x̃i − x̂i . Then, for each ẽi , the
original prediction-error can be recovered as

ei =
⎧

⎨

⎩

ẽi , if ẽi ∈ {−1, 0}
ẽi − 1, if ẽi > 0
ẽi + 1, if ẽi < −1.

(4)

Meanwhile, the embedded data bit can be extracted as m = 0
if ẽi ∈ {−1, 0}, or m = 1 if ẽi ∈ {−2, 1}. Finally, restore the
cover pixel as xi = x̂i + ei .

A key issue for the reversibility of C-PEE is that the
prediction values obtained by decoder should be the same as
those of encoder. For example, by using median-edge-detector
(MED [28]) or gradient-adjusted-predictor (GAP [42]) which
is based on half-enclosing casual pixels for prediction, the
decoder can inversely scan and process pixels to get the same
prediction values.

B. A-PEE

As an extension to C-PEE, the adaptive embedding
strategy has been proposed to better exploit the image
redundancy [40]–[43]. Specifically, for A-PEE, a complexity
measurement denoted by ni is computed for each xi according
to its context. Then, only the pixels satisfying ni < T will
be embedded, where T > 0 is a pre-selected threshold.
This means, for each xi with ni < T , it will be processed
according to the C-PEE embedding procedure. Otherwise,
i.e., ni ≥ T , xi is ignored and its value keeps unchanged.
Here, the threshold T is an important factor for the embedding
performance of A-PEE. To better utilize smooth pixels, T is
taken as the smallest positive integer such that the payload
can be successfully embedded.

The extraction procedure of A-PEE is almost the same as
that of C-PEE. The difference is that, only the pixels with
ni < T need to be processed, while other pixels can be directly
restored as themselves since they are unmodified during data
embedding.

C. O-PEE

We use the example introduced in [44] to illustrate
O-PEE. Consider here a specific PEH satisfying

Fig. 2. C-PEE (left) v.s. O-PEE (right).

h(−1) = h(0) = h(1) = H and suppose that EC is 2H .
In this case, for C-PEE (see the left figure of Fig. 2 for
an illustration), the expected value of embedding distortion
in l2-norm can be formulated as

E(‖˜I − I‖2
2) =

N
∑

i=1

E((̃xi − xi )
2)

= 1

2

(

h(−1) + h(0)
)

+
∑

e/∈{−1,0}
h(e) = N − H

(5)

where I and ˜I are cover and marked images, respectively.
However, as pointed out in [44], the choice of expansion bins
as −1 and 0 is not mandatory. For this specific PEH, as shown
in the right figure of Fig. 2, one can select the bins −1 and 1
for expansion. In this situation, only the bins larger than 1
or smaller than −1 need to be shifted, while the bin 0 may
remain unchanged. As a result, compared with C-PEE, the
expected value of embedding distortion is reduced from N−H
to N − 2H .

Through this example, we see that it is possible to improve
C-PEE by suitably selecting expansion bins. For a given EC,
one can select two expansion bins a < b to minimize the
embedding distortion, and the optimal expansion bins can be
determined by repeated embedding for a collection of (a, b).
An example for determining (a, b) will be given later at the
end of this section. We now describe the O-PEE embedding
procedure when a and b are already determined. This is a
natural extension of C-PEE embedding. First, for a prediction-
error ei , it is modified as

ẽi =

⎧

⎪

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎪

⎩

ei , if a < ei < b
ei + m, if ei = b
ei − m, if ei = a
ei + 1, if ei > b
ei − 1, if ei < a

(6)

where m ∈ {0, 1} is a to-be-embedded data bit. Then, xi

is modified to x̃i = x̂i + ẽi to generate the marked pixel.
Clearly, O-PEE turns out to be C-PEE when (a, b) = (−1, 0).
An illustration of O-PEE with (a, b) = (−3, 2) is shown
in Fig. 3. One can see the difference between C-PEE and
O-PEE by comparing this figure with Fig. 1.

The O-PEE extraction is just the inverse of data embedding.
The obvious data extraction and image restoration procedure
of O-PEE is omitted.
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Fig. 3. Histogram modification mechanism for O-PEE with (a, b) = (−3, 2).
Here, the bins {−2,−1, 0, 1} are unmodified. (a) PEH before (left) and
after (right) O-PEE embedding. (b) Mapping of bins for O-PEE.

Fig. 4. Context of a pixel xi .

D. AO-PEE

If the aforementioned two improvements for C-PEE,
adaptive embedding and optimal expansion bins selection,
are combined together, better performance can be
expected [55], [56]. This combined embedding is called
AO-PEE in our work. We now briefly describe the AO-PEE
embedding procedure as follows. First, for a cover pixel xi ,
if its complexity measurement ni < T , the prediction-error
ei is modified according to (6) to get ẽi . Then, xi is modified
to x̃i = x̂i + ẽi to get the marked pixel. Here, the same
as A-PEE, the pixels with ni ≥ T are ignored and unmodified.

There are three parameters to be determined in AO-PEE:
the complexity threshold T and expansion bins (a, b). In [55],
a recursive search method is proposed for determining these
parameters. Specifically, for given (a, b), T is taken as the
smallest positive integer such that the payload can be success-
fully embedded and the corresponding embedding distortion is
recorded as Da,b. Then, repeat the above step for a collection
of (a, b), and finally obtain the optimal (a, b, T ) as the
one providing the smallest Da,b.

We now give some experimental results of C-PEE, A-PEE,
O-PEE and AO-PEE for a better explanation of these methods.
The experiment is conducted as follows.

• The MED predictor is employed for prediction, i.e.,
referring to Fig. 4, the prediction value of xi is
computed as

x̂i =
⎧

⎨

⎩

min(u, v), if w ≥ max(u, v)
max(u, v), if w ≤ min(u, v)
u + v − w, otherwise.

(7)

• For A-PEE and AO-PEE, the complexity measurement
ni is computed as the mean of pixel differences in the

context of xi , i.e.,

ni =
⌊ |u − v| + |v − w| + |w − u|

3

⌋

(8)

where �·� is the floor function.
• For O-PEE and AO-PEE, the bins (a, b) satisfying

−7 ≤ a < b ≤ 7 are tested to determine the optimal
expansion bins.

The embedding results for the standard 512 × 512 sized
gray-scale image Lena are listed in Table I. The corresponding
parameters including the complexity threshold T (for A-PEE
and AO-PEE) and optimal expansion bins (a, b) (for O-PEE
and AO-PEE) are also listed in this table, e.g., for
AO-PEE with EC of 20,000 bits, (a, b, T ) = (−2, 2, 3).
According to this table, compared with C-PEE, better per-
formance is achieved using A-PEE, O-PEE and AO-PEE.
Moreover, with the combined improvements, AO-PEE per-
forms the best among these PEE-based methods.

III. PROPOSED METHOD

The proposed method is presented in this section. We first
show that, C-PEE can be implemented in a framework
of MHM. Based on this viewpoint and by considering
a generalized expansion and shifting mechanism, a new
RDH method based on MHM is proposed in Section III-A.
The MHM-based method relies on a set of parameters and
it includes C-PEE, A-PEE, O-PEE and AO-PEE as special
cases by taking specific parameters. Besides, to optimize the
embedding performance, a method determining the best
parameters is presented in Section III-B. Finally, the
implementation details of the proposed method are described
in Section III-C.

A. General Embedding Framework Based on MHM

Using the notations introduced in Section II, we define a
histogram sequence hn for n ≥ 0 as

hn(e) = #{1 ≤ i ≤ N : ei = e, ni = n} (9)

i.e., hn counts the frequencies of prediction-errors for the
pixels whose complexity is a fixed value n. By this definition,
the PEH h defined in (2) is divided into a sequence of
histograms {hn}n≥0 since h(e) = ∑

n≥0 hn(e) holds for each e.
In this case, the modification on h can be conducted by
modifying each hn . As a result, C-PEE can be implemented
by modifying the histograms {hn}n≥0. An illustration for
this MHM-based embedding mechanism of C-PEE is shown
in Fig. 5(a). In this figure, the two-dimensional coordinate
of (e, n) is plotted for e ∈ Z and n ≥ 0, in which each
horizontal line can be viewed as the coordinate of e for a
fixed n. And, C-PEE can be viewed as a mapping of (e, n),
where each red point is mapped (expanded) to two points to
embed one data bit while each black point is mapped (shifted)
to another black point to ensure the reversibility. For example,
for a cover pixel with (ei , ni ) = (−1, 3), it corresponds to the
point A in Fig. 5(a). Since ei is either unchanged or modified
to −2 in C-PEE, it is equivalent to expanding A to itself
and (−2, 3) in the two-dimensional coordinate. For another
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TABLE I

COMPARISON OF PSNR (IN dB) FOR C-PEE, A-PEE, O-PEE AND AO-PEE, FOR THE STANDARD

512 × 512 SIZED GRAY-SCALE IMAGE LENA WITH DIFFERENT CAPACITIES

Fig. 5. MHM-based embedding mechanisms for C-PEE, A-PEE, O-PEE and AO-PEE, in which the blue points are mapped to themselves. For A-PEE,
O-PEE and AO-PEE, the parameters are taken as the ones used in Table I with EC of 20,000 bits. (a) C-PEE. (b) A-PEE with T = 3. (c) O-PEE with
(a, b) = (−4, 3). (d) AO-PEE with (a, b, T ) = (−2, 2, 3).

cover pixel with (ei , ni ) = (3, 1), it corresponds to the point B ,
and shifting ei to 4 in C-PEE is equivalent to shifting B
to (4, 1) in the two-dimensional coordinate.

With the histogram sequence (9) which is defined
considering the complexity measurement, we see that C-PEE is
based on MHM and the modification manner for each hn is
the same. However, the identical modification on hn is not
obligatory. By taking different modification mechanisms for
different hn , a general embedding method can be designed.
We now describe our idea. For each n ≥ 0, we first take
two parameters an < bn . In MHM embedding, for each hn ,
the bins an and bn will be expanded, and the bins larger
than bn or smaller than an will be shifted, while other bins
are unmodified. Specifically, for a cover pixel xi , take n as its
complexity measurement ni , and modify its prediction-error ei

to get ẽi according to (an, bn) as

ẽi =

⎧

⎪

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎪

⎩

ei , if an < ei < bn

ei + m, if ei = bn

ei − m, if ei = an

ei + 1, if ei > bn

ei − 1, if ei < an

(10)

where m ∈ {0, 1} is a to-be-embedded data bit. Then, modify
xi to x̃i = xi + ẽi . Notice that, besides integer-valued

parameters, one may take (an, bn) = (−∞,∞) as well. In this
special case, for xi with ni = n, the pixel is unchanged
whatever its prediction-error ei is.

The data extraction and image restoration of MHM can be
summarized as follows. For a marked pixel x̃i , take n = ni ,
then the original prediction-error can be recovered according
to ẽi and (an, bn) as

ei =

⎧

⎪

⎨

⎪

⎩

ẽi if an ≤ ẽi ≤ bn

ẽi − 1, if ẽi > bn

ẽi + 1, if ẽi < an .

(11)

Next, the cover pixel can be restored as xi = x̂i + ei .
Meanwhile, the embedded data bit can be extracted as m = 0
if ẽi ∈ {an, bn}, or m = 1 if ẽi ∈ {an − 1, bn + 1}.

The MHM embedding is implemented by modifying
the histograms {hn}n≥0 according to the parameters
{(an, bn)}n≥0. It can be illustrated using a mapping of (e, n),
in which

• (an, n) is mapped to itself and (an − 1, n) to embed
one data bit,

• (bn, n) is mapped to itself and (bn + 1, n) to embed
one data bit,

• for e < an , (e, n) is mapped to (e − 1, n) for shifting,
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Fig. 6. Example of MHM-based RDH embedding.

• for e > bn , (e, n) is mapped to (e + 1, n) for shifting,
• for an < e < bn , (e, n) is mapped to itself meaning that

it is unmodified in data embedding.
By using the mapping, one can verify that MHM includes
C-PEE, A-PEE, O-PEE and AO-PEE as special cases for the
following selections of {(an, bn)}n≥0:

• C-PEE: (an, bn) = (−1, 0) for each n ≥ 0,
• A-PEE: (an, bn) = (−1, 0) if 0 ≤ n < T , and

(an, bn) = (−∞,∞) if n ≥ T ,
• O-PEE: (an, bn) = (a, b) for each n ≥ 0,
• AO-PEE: (an, bn) = (a, b) if 0 ≤ n < T , and

(an, bn) = (−∞,∞) if n ≥ T .

The corresponding mappings are shown in Fig. 5. In this
situation, compared with these existing PEE-based works,
better performance can be expected if taking suitable
{(an, bn)}n≥0 in MHM. We give here an example. Referring
to Fig. 6, we take (a0, b0) = (−2, 1), (a1, b1) = (−3, 2),
(a2, b2) = (a3, b3) = (−4, 3), and (an, bn) = (−∞,∞)
for n > 3. With this selection and by using (7) and (8) for
prediction and complexity computation, one can get a PSNR
of 55.64 dB for the image Lena with a capacity of 20,000 bits.
This result is better than those of C-PEE, A-PEE, O-PEE
and AO-PEE listed in Table I. Through this example, one can
see that a suitable choice of parameters may provide better
performance in MHM. Then, the problem is, how to determine
the optimal parameters in MHM to minimize the embedding
distortion? We give a solution to this problem in the following
subsection.

B. Determination of Optimal Parameters

As we have mentioned in Section II, the PEE-based
embedding is conducted in a pixel-wise manner according to
the scanning order, and the embedding procedure will stop
once all data bits are embedded. The situation is the same
for MHM, i.e., only the cover pixels (x1, . . . , xNend ) need to
be processed where Nend ≤ N is the smallest index such that
the payload can be embedded into the first Nend cover pixels.
Then, to estimate the embedding distortion, we first
define gn as

gn(e) = #{1 ≤ i ≤ Nend : ei = e, ni = n}. (12)

Unlike hn , gn counts the frequencies of prediction-errors only
for the pixels which will be processed in data embedding.
By this definition, the expected value of embedding distortion

can be estimated as

E D � E(‖˜I − I‖2
2) =

Nend
∑

i=1

E((̃xi − xi )
2) =

∑

n≥0

E Dn (13)

where

E Dn =
∑

1≤i≤Nend , ni=n

E((̃xi − xi )
2)

= gn(an) + gn(bn)

2
+

∑

e<an

gn(e) +
∑

e>bn

gn(e). (14)

Since gn counts the frequencies of prediction-errors only
for the first Nend pixels, a reasonable assumption is that, for
each (e, n)

gn(e) ≈
Nend

N
hn(e). (15)

It yields

E Dn ≈
Nend

N

(

hn(an) + hn(bn)

2
+

∑

e<an

hn(e) +
∑

e>bn

hn(e)

)

.

(16)

Moreover, the embedded payload size denoted PS is just

PS =
∑

n≥0

(

gn(an) + gn(bn)
)

≈
Nend

N

∑

n≥0

(

hn(an) + hn(bn)
)

.

(17)

Then, according to (13), (16) and (17), one can derive that

ED ≈ PS

(
∑

n≥0(
∑

e<an
hn(e) + ∑

e>bn
hn(e))

∑

n≥0(hn(an) + hn(bn))
+ 1

2

)

. (18)

By (18), since PS is a constant which is the sum of EC and
the length of auxiliary information (the auxiliary information
will be clarified later in Section III-C). The optimal parameters
determination is actually equivalent to the following
minimization problem

⎧

⎪

⎨

⎪

⎩

minimize

∑

n≥0(
∑

e<an
hn(e) + ∑

e>bn
hn(e))

∑

n≥0(hn(an) + hn(bn))
,

subject to
∑

n≥0(hn(an) + hn(bn)) ≥ PS.

(19)

In summary, for a given EC, after establishing hn for
each n ≥ 0, the optimal parameters {(an, bn)}n≥0 can be
determined according to (19).

C. Implementation Details

1) Rhombus Prediction and Double-Layered Embedding:
Previous RDH works have shown that the full-enclosing-based
prediction is better in accuracy than half-enclosing-based
prediction. Thus, we adopt the rhombus prediction
and double-layered embedding in our implementation.
Specifically, the equilateral parallelogram pattern in
Sachnev et al.’s work [40] is employed in our method
for prediction (see Fig. 7 for an illustration), in which the
cover image is divided into two sets denoted as “shadow” and
“blank”. One half of the secret message will be embedded
into shadow pixels and the rest half will be embedded into



2022 IEEE TRANSACTIONS ON INFORMATION FORENSICS AND SECURITY, VOL. 10, NO. 9, SEPTEMBER 2015

Fig. 7. Shadow and blank pixels partition. The scanning order for shadow
(blank) pixels is from left to right and top to bottom.

Fig. 8. The four pixels {v1, v2, v3, v4} are used in rhombus prediction and the
twelve pixels {v2, v3, v4, w1, . . . , w9} are used as a context of xi to compute
the complexity measurement.

blank pixels. In this case, twice embedding need to be
processed to cover the whole image, and the prediction
of blank pixels is processed only after the embedding of
shadow pixels is completed. And, in the decoding phase,
we first extract the embedded message and realize image
recovery for blank pixels, and then, extract the embedded
message and realize image recovery for shadow pixels. Since
the two layers’ embedding are processed similarly, we only
take the shadow layer for illustration.

Referring to Fig. 7, except the pixels located in borders, the
shadow pixels are scanned from left to right and top to bottom
to derive the cover sequence (x1, . . . , xN ). Here, to avoid the
overflow and underflow, the pixels valued 0 will be changed
to 1, and the pixels valued 255 will be changed to 254.
Meanwhile, a location map will be established to record these
problematic locations. The location map is a binary sequence
sized N and it will be losslessly compressed to reduce its size.
In our implementation, arithmetic coding is used for lossless
compression. The compressed location map and its size are
denoted as CLM and SCLM, respectively. As a result, each
xi is ranged from 1 to 254, and it can be freely increased or
decreased by 1 without overflow or underflow. Then, each xi is
predicted using its four blank neighbors (see Fig. 8 for an
illustration) to determine x̂i as

x̂i =
⌊v1 + v2 + v3 + v4

4

⌋

. (20)

2) Complexity Measurement: For the complexity measure-
ment ni , it is computed based on a pixel context as shown
in Fig. 8. Specifically, it is defined as the sum of both
vertical and horizontal absolute differences of every two
consecutive pixels in the context of xi consisting of 12 pixels

Fig. 9. Histograms hn for n ∈ {0, 4, 8, 12, 15}, for the image Lena.

{v2, v3, v4, w1, . . . , w9}, i.e., ni is computed as

ni = |v2 − w3| + |w3 − w6| + |v3 − w7| + |v4 − w4|
+ |w4 − w8| + |w1 − w2| + |w2 − w5| + |w5 − w9|
+ |v4 − w2| + |w3 − v3| + |v3 − w4| + |w4 − w5|
+ |w6 − w7| + |w7 − w8| + |w8 − w9|. (21)

Moreover, to reduce the number of histograms and simplify the
minimization problem (19), ni will be scaled to M values for
a relatively small M . That is, we first select M − 1 thresholds
s0, . . . , sM−2 as

s j = arg min
n

{

#{1 ≤ i ≤ N : ni ≤ n}
N

≥ j + 1

M

}

,

∀ j ∈ {0, . . . , M − 2}. (22)

Then, we get M intervals V0 = [0, s0], V1 = [s0 + 1, s1], . . .,
VM−2 = [sM−3 + 1, sM−2], and VM−1 = [sM−2 + 1,∞),
which form a partition for the range of ni . Finally, ni is
updated as j if its original value is contained in Vj . In this
way, after scaling, ni takes values from 0 to M − 1, and only
M histograms {h0, . . . , hM−1} are established using (9). The
complexity partition here is to guarantee that the number of
pixels for each complexity level is approximately the same and
every hn counts sufficient pixels. In our implementation, M is
empirically taken as 16. As an example, the histograms hn

for n ∈ {0, 4, 8, 12, 15}, for the image Lena, are shown
in Fig. 9. For this figure, the shadow pixels and rhombus
prediction are utilized to generate the histograms. One can
see from that, as expected, the histogram with a smaller
complexity level has a higher peak with more rapid two-sided
decay.

Finally, we remark that, the pixel scanning order of our
extraction procedure is inverse to that of embedding. Thus,
when processing a pixel in data extraction, the pixels in its
context have already been recovered. In this way, the same
complexity measurement can be obtained by decoder.

3) Simplified Parameters Determination: For (19), we
utilize exhaustive search to determine the 2M parameters
{(an, bn)}0≤n≤M−1. To reduce the time cost, the following
conditions are imposed on our implementation,

• for each n ∈ {0, . . . , M − 1}, an = −bn − 1,
• for each n ∈ {0, . . . , M − 1}, bn ∈ {0, 1, 2, 3,

4, 5, 6, 7,∞},
• b0 ≤ b1 ≤ · · · ≤ bM−1.

The first condition is heuristic such that the expansion bins are
symmetrically selected in each hn . The second condition is
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based on the fact that hn has rapid two-sided decay especially
for small n. Thus only some informative bins are exploited for
expansion. For the third condition, our idea is that, we try to
embed more data into hn with smaller n. By this condition, the
data will be priorly embedded into smooth pixels. Particularly,
when bn = ∞, we have bn′ = ∞ for n′ > n, which means
that, every pixel with ni ≥ n is considered as a noisy one
and ignored in data embedding. With these restrictions, the
parameters {(an, bn)}0≤n≤M−1 can be efficiently determined
and the time cost is less than one second for a single layered
embedding of a 512 × 512 sized image. Here, our method is
implemented by C++ and run on a PC.

4) Auxiliary Information: In RDH, some auxiliary
information should be embedded into the cover image
as a part of payload for blind data extraction and image
restoration. For each layer embedding of our method, the
necessary auxiliary information includes

• the parameters bn for 0 ≤ n ≤ M − 1 (4M bits),
• the thresholds sn for 0 ≤ n ≤ M − 2 (10(M − 1) bits),
• the index Nend (�log2 N� bits),
• the parameter SCLM (�log2 N� bits),
• the compressed location map CLM (SCLM bits).

Here, �·� is the ceiling function. Thus, the auxiliary
information size is

Saux � 14M + 2�log2 N� + SCLM − 10. (23)

For example, for a 512 × 512 sized image with M = 16,
we have Saux = 248 + SCLM. The auxiliary information only
occupies a very small portion of the payload especially for the
large capacity cases and those without overflow and underflow.

5) Data Embedding: We now introduce the data embedding
procedure for the cover sequence (x1, . . . , xN ). We will
successively embed the secret message and the auxiliary infor-
mation into it. First, determine (e1, . . . , eN ), (n1, . . . , nN ),
{hn}0≤n≤M−1, {(an, bn)}0≤n≤M−1, and the auxiliary
information. Next, using MHM embedding, embed
the secret message into the first N ′ pixels to derive
(̃x1, . . . , x̃N ′ , xN ′+1, . . . , xN ). Here, xN ′ is the last processed
pixel for the secret message embedding. Then, record LSBs
of the first Saux pixels to obtain a binary sequence SLSB, and
embed this sequence into the unprocessed pixels to derive
(̃x1, . . . , x̃Nend , xNend+1, . . . , xN ). More specifically, also
using MHM embedding, embed SLSB into (xN ′+1, . . . , xNend )
where xNend is the last processed pixel. Finally, by using
LSB replacement, embed the auxiliary information into the
first Saux pixels to generate the marked image.

6) Data Extraction and Image Restoration: As opposite
to embedding, we first extract the auxiliary information,
then extract the secret message. Suppose that the marked
sequence is (̃x1, . . . , x̃N ). First, determine the auxiliary infor-
mation by reading LSBs of the first Saux pixels. Next,
in the reverse scanning order, extract the sequence SLSB from
(̃xN ′+1, . . . , x̃Nend ) according to MHM extraction method, and
meanwhile realize restoration for these pixels. Then, replace
LSBs of the first Saux pixels by SLSB, and, also in the reverse
scanning order, extract the embedded message from the first
N ′ pixels and meanwhile realize restoration for these pixels.
Notice that, the pixels with index i > Nend can be restored

Fig. 10. Performance comparison among the proposed method, C-PEE,
A-PEE, O-PEE and AO-PEE, for the shadow pixels of image Lena. For all
these methods, (20) is used for prediction, and the complexity measurement
is computed according to the procedure described in Section III-C2.

as themselves since they are unmodified in data embedding.
Now, the embedded message is extracted and the sequence
(x1, . . . , xN ) is recovered. After that, determine the overflow
and underflow locations by decompressing CLM. Finally, for
each overflow or underflow pixel xi , update its value as 255
if xi = 254, or 0 if xi = 1.

IV. EXPERIMENTAL RESULTS

In this section, several experiments are conducted
to demonstrate the performance of the proposed method.
Six standard 512×512 sized gray-scale images including Lena,
Baboon, Airplane, Elaine, Lake and Boat are used in our
experiments. All these images are downloaded from the
USC-SIPI database.1

First, in Fig. 10, by using the same prediction and com-
plexity measurement described in Section III-C1 and III-C2
for all tested methods, the embedding results of the proposed
method, C-PEE, A-PEE, O-PEE and AO-PEE are plotted, for
the shadow pixels of image Lena (i.e., only the first layer
embedding is implemented). According to this figure, one
can see that better performance is achieved comparing our
method with the previous PEE-based techniques. Since the
same prediction and complexity are employed, we believe
that our advantage mainly lies in the MHM-based embedding
strategy. Moreover, for a better illustration, the parameters bn

for 0 ≤ n ≤ M − 1 of our method are listed in Table II.
Here, only the parameters bn are listed since an are fixed as
−(bn + 1) in our implementation.

Then, the proposed method is implemented according
to Section III-C and it is compared with seven
state-of-the-art methods of Hong et al. [29], Wang et al. [44],
Sachnev et al. [40], Hwang et al. [55], Li et al. [48],
Ou et al. [49] and Coatrieux et al. [35]. The performance com-
parison is shown in Fig. 11. For our method, we vary EC from
5,000 bits to its maximum with a step size of 1,000 bits.
Moreover, for a fixed capacity of 10,000 bits, the resulting
PSNRs of these methods are listed in Table III. In addition,
the parameters bn (0 ≤ n ≤ M − 1), sn (0 ≤ n ≤ M − 2)

1http://sipi.usc.edu/database/database.php?volume=misc
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TABLE II

PARAMETERS bn FOR 0 ≤ n ≤ M − 1 OF OUR METHOD WITH M = 16, FOR THE SHADOW PIXELS OF IMAGE LENA WITH DIFFERENT CAPACITIES

Fig. 11. Performance comparison between the proposed method and seven methods of Hong et al. [29], Wang et al. [44], Sachnev et al. [40], Hwang et al. [55],
Li et al. [48], Ou et al. [49] and Coatrieux et al. [35].

and Nend of our method, for the shadow (first layer embedding)
and blank (second layer embedding) pixels of image Lena with
three different capacities (low, medium and high), are listed

in Table IV for a better illustration. Notice that, the pixel
values of image Lena range in [25, 245], and thus there is no
overflow or underflow in this image.
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TABLE III

COMPARISON OF PSNR (IN dB) BETWEEN THE PROPOSED METHOD AND THE METHODS OF HONG et al. [29], WANG et al. [44], SACHNEV et al. [40],

HWANG et al. [55], LI et al. [48], OU et al. [49] AND COATRIEUX et al. [35], FOR A CAPACITY OF 10,000 BITS

TABLE IV

PARAMETERS bn (0 ≤ n ≤ M − 1), sn (0 ≤ n ≤ M − 2) AND Nend OF OUR

METHOD WITH M = 16, FOR THE SHADOW (FIRST LAYER EMBEDDING)

AND BLANK (SECOND LAYER EMBEDDING) PIXELS OF IMAGE LENA

WITH THREE DIFFERENT CAPACITIES

For the typical C-PEE based method [29] and O-PEE based
method [44], MED and GAP are used for prediction
in [29] and [44], respectively. In general, our superiority over
the two methods is significant. According to Table III, our
method can improve them by increasing PSNR by 3-6 dB.

Sachnev et al.’s method [40] is based on A-PEE. The
same as our method, rhombus prediction and double-layered
embedding are employed in [40]. Moreover, a sorting tech-
nique is used in [40] to record prediction-errors based on the
local variance, and a pixel will be priorly embedded if its local
variance is small. Hwang et al.’s method [55] is an extension
of [40], in which the expansion bins are dynamically selected
to optimize the embedding performance. In this case, [55] can
be viewed as an example of AO-PEE. Referring to Fig. 11,

compared with [40] and [55], our method can provide a larger
PSNR whatever the image or EC is. According to Table III,
our method improves [40] and [55] by increasing PSNR
by 2.79 and 1.28 dB in average, respectively. We then conclude
that our method outperforms A-PEE [40] and AO-PEE [55].

Li et al.’s method [48] and Ou et al.’s method [49]
are based on two-dimensional PEH modification. For [48],
by considering each pixel pair and its context, a sequence
consisting of pairs of difference values is computed, and
data embedding is realized by modifying the resulting
two-dimensional difference-histogram. For [49], every two
adjacent prediction-errors are counted to generate a
two-dimensional PEH, and a pairwise modification mechanism
is utilized to embed data. In general, the two-dimensional
PEH based methods perform better than those based on
one-dimensional PEH. However, for [48] and [49], the
histogram modification manner is fixed and independent of
image content, thus the heuristic modification mechanism may
limit the embedding performance. Unlike these two methods,
instead of two-dimensional PEH, our method considers a
sequence of histograms and embeds data by selecting optimal
expansion bins depending on image content. The experimental
results show that our method is better than [48] and [49]
in most cases. Only for some images with large capacities
(e.g., Lena with EC larger than 55,000 bits, and Baboon
with EC larger than 19,000 bits), [49] is better than ours.
According to Table III, for a capacity of 10,000 bits, our
method outperforms [48] and [49] with an average increase
of PSNR by 1.44 and 0.90 dB, respectively.

Coatrieux et al.’s method [35] is also based on PEE with
a dynamic histogram shifting strategy, in which the rhombus
prediction and multiple layered embedding are utilized. In this
method, for a given pixel, the prediction-errors of its eight
neighbors are averaged as a benchmark, and this pixel will
be adaptively modified according to this benchmark. Instead
of directly modifying a histogram, a distinguishing feature
of this method is the pixel-wise prediction-error modification
mechanism. According to the experimental verification, our
method can derive a better PSNR in most cases and generally
outperform this well designed method. Referring to Table III,
for a capacity of 10,000 bits, our method outperforms [35]
with an average increase of PSNR by 1.58 dB.

In conclusion, compared with the state-of-the-art
works [29], [35], [40], [44], [48], [49], [55], the superiority of
the propose method is experimentally verified. It demonstrates
the effectiveness of the proposed MHM-based embedding
strategy.
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V. CONCLUSION

In this paper, an efficient RDH method is proposed based
on PEE of multiple histograms. For each pixel, its prediction
value and complexity measurement are first computed
according to its context, then multiple histograms are
generated by counting the prediction-errors for different
complexity levels. Finally, data embedding is implemented
according to the proposed embedding strategy based on
multiple histograms modification. Moreover, to optimize the
embedding performance, the expansion bins are adaptively
selected in each generated histogram such that the distortion is
minimized. Experimental results have shown that the proposed
method outperforms the previous PEE-based techniques and
some state-of-the-art methods by improving the marked
image quality. However, one drawback of our method is
the limited embedding capacity. In the future, we plan to
extend the technique of multiple histograms modification
to high capacity RDH to further enhance its practicability.
In addition, incorporating advanced predictor into our method
is also a topic worthy of investigation in the future study.
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