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Optimal Transition Probability of Reversible Data
Hiding for General Distortion Metrics
and Its Applications

Weiming Zhang, Xiaocheng Hu, Xiaolong Li, and Yu Nenghai

Abstract—Recently, a recursive code construction (RCC)
approaching the rate-distortion bound of reversible data
hiding (RDH) was proposed. However, to estimate the rate-
distortion bound or execute RCC, one should first estimate
the optimal transition probability matrix (OTPM). By previous
methods, OTPM can be effectively estimated only for some
specific distortion metrics, such as square error distortion or
Li-Norm. In this paper, we proposed a unified framework of
estimating the OTPM for general distortion metrics, with which
we can calculate the rate-distortion bound of RDH for general
cases and extend RCC to improve state-of-the-art RDH schemes
based on any distortion metrics.

Index Terms—Reversible data hiding, embedding rate,
distortion, recursive code construction, Lagrange duality, convex
optimization.

I. INTRODUCTION

EVERSIBLE data hiding (RDH) [1] is a technique

embedding data into a cover, by which the original
cover can be losslessly restored after the embedded data is
extracted. This important technique is widely used in medical
imagery [2], military imagery [3] and law forensics, where
no distortion of the original cover is allowed. It has been
found that RDH can also be helpful in video error-concealment
coding [4].

Until now, many RDH techniques have been proposed
based on three fundamental strategies: lossless compression-
appending scheme [3], difference expansion (DE) [5]-[7] and
histogram shift (HS) [8]. Some recent arts combined these
three strategies to residuals of the image such as prediction
errors (PE) [9]-[13] to achieve better performance.

Almost all state-of-the-art RDH algorithms consist of
two steps. The first step generates a host sequence with
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small entropy, i.e., the host has a sharp histogram which
usually can be realized by using PE combined with the
sorting technique [10] or pixel selection [13]. The second
step reversibly embeds the message into the host sequence
by modifying its histogram with methods like HS and DE.

One natural problem is what is the upper bound of the
payload for a given host sequence and a distortion constraint.
For i.i.d. host sequence, this problem has been solved by
Kalker and Willems [14], who formulated the RDH as a
special rate-distortion problem, and obtained the rate-distortion
function, i.e., the upper bound of the embedding rate under a
given distortion constraint A, as follows:

Prev(A) = maximize{H (Y)} — H(X) (1

where X and Y denote the random variables of host signal
and marked signal respectively. The maximum entropy is
over all transition probability matrices Py|x(y|x) satisfying
the distortion constraint Zx’y Px(x)Pyix(y|x)D(x,y) < A.
The distortion metric D(x, y) is usually defined as the square
error distortion, D(x, y) = (x — y)%.

Therefore, to evaluate the capacity of RDH, one should
calculate the optimal transition probability matrix (OTPM)
Py|x(y|x). For some specific distortion metrics D(x, y),
such as square error distortion Dg(x,y) = (x — y)? or
Li-Norm Di(x,y) = |x — y|, the OTPM has a Non-Crossing-
Edges (NCE) property [15]. Using this NCE property, the
optimal solution on Pyjx(y|x) can be analytically derived
by the marginal distributions Px(x) and Py(y). Because
Px(x) is given, for distortion metrics satisfying NCE
property, the problem is how to calculate the optimal Py (y).
Lin et al. [15] proposed a method to estimate the optimal
marginal distribution Py(y), by which they can evaluate
the capacity (1) for distortion metrics, such as square error
distortion or Li-Norm. In [16], we proposed a fast algorithm
to estimate the optimal marginal distribution Py (y) for both
the distortion constrained problem (1) and its dual problem,
i.e., the embedding rate constrained problem.

On the other hand, the OTPM implies the optimal mod-
ification manner on the histogram of the host signal X.
According to the OTPM, Lin et al. [15] proposed a coding
method that can be close to the rate-distortion bound (1).
By improving the recursive code construction (RCC) [14],
we obtain the optimal embedding methods of RDH for
binary host sequences [17], [18] and general gray-scale host
sequences [19] respectively, and meanwhile we proved that
RCC can approach the rate-distortion bound (1) as long
as the entropy coder reaches entropy, which establishes the

1057-7149 © 2014 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.



ZHANG et al.: OPTIMAL TRANSITION PROBABILITY OF REVERSIBLE DATA HIDING 295

equivalency between RDH and lossless data compression.
A coding method similar to [19] is independently presented
by Zhang [20].

The coding and decoding processes of the methods
in [15], [19], and [20] need the OTPM as parameters.
In other words, to evaluate the capacity or to constructe
capacity-approaching codes for RDH, one should first solve
the optimization problem (1). As mentioned above, for
distortion metrics satisfying the NCE property, this problem
has been solved in [15] and [16]. But for other distortion
metrics, such as Hamming distance that is useful for RDH
in binary images, the NCE property no longer holds and the
OTPM can not be obtained analytically.

Recently, Ou et al. [21] proposed an efficient RDH method
by estimating pairwise prediction-errors and modifying the 2D
histogram of the PE, which outperforms previous RDH meth-
ods. However, in the 2D histogram case, the distortion metric
is Euclidean distance that does not satisfy the NCE property, so
we cannot estimate its capacity with methods in [15] and [16],
nor apply the optimal code constructions to it. Another exam-
ple of RDH, that does not meet the condition of NCE, is the
Pattern Substitution method [22] for binary images, in which
the distortion metric is a Hamming-like distance.

In summary, although RCC can minimize the embedding
distortion of RDH, one should first estimate the OTPM.
Previous methods can only estimated the OTPM for some
specific distortion metrics, such as square error distortion and
L1-Norm, which limits the applications of RCC. In the present
paper, we proposed a unified framework for estimating OTPM
for general distortion metrics, with which we can calculate the
rate-distortion bound of RDH for general cases and can extend
the RCC method [19] to various scenarios. Taking the RDH
schemes in [21] and [22] as examples, we show how to apply
the extended RCC to improve existing RDH schemes with any
distortion metrics.

The rest of the paper is organized as follows. In Section II,
we briefly introduce how to estimate OPTM with NCE prop-
erty and how to embed data with RCC. The method on
estimating OTPM for generic distortion metrics is elaborated
in Section III, and a improvement method on RCC is pre-
sented in Section IV. In Section V, two application cases are
demonstrated to show the power of the proposed method under
different kinds of distortion metrics. The paper is concluded
with a discussion in Section VI.

II. PREVIOUS ARTS

Throughout this paper, we denote matrices and vectors by
boldface fonts, and use capital letters for the random variables
and small letters for their realizations. We denote the entropy
by H(X) and the conditional entropy by H (Y |X). Specially,
for the probability distribution (P(0), ..., P(B —1)) such that
P(@i) > 0 and Zl.B:?)lP(i) = 1, the B-ary entropy function is
defined as H(P(0), ..., P(B — 1)) = =221 P(i)log, P(i).

A. Optimal Transition Probability With NCE Property

In RDH, L bits of message m = (my,..
embedded by the sender into the cover

.,mp) are
sequence

X = (x1,...,xp) € A", through slightly modifying its
elements to produce a marked-sequence y=(y1, ..., yn) €V".
The two alphabet sets, X = {0,1,...,M — 1} and
Y = {0,1,...,N — 1}, are both finite. We denote the
embedding rate by R = L/n. Schemes are usually constructed
to minimize some distortion metric D(x, y) between x and y
for a given embedding rate R. The distortion metric D(x, y)
could be the square error distortion Dg(x, y) = (x — y)2, the
L{-Norm distortion D{(x,y) = |x — y|, or a user defined
distortion, etc. We assume the cover X = (x1,...,xy,) is
an n-tuple composed of n ii.d. samples drawn from the
probability distribution Px = {Px(x),x € X}.

According to Eq. (1), given an embedding rate R, we get
a corresponding constraint condition on H (Y) that is denoted
as Hy. In other words, R = Hy — H(X). The problem to
minimize the average distortion for a given embedding rate
R = Hy — H(X) can be formulated as:
M—1N-1
> > e Prx (010D, )
x=0 y=0

N—-1
- Z Py (y)log,(Py(y)) > Hy

y=0
M—1
Z Px (x) Py|x (y|x) = Py (y), ¥y
x=0

minimize

subject to

N-1
> Prix(ylx) =1, Vx
=0

Pyix(ylx) = 0,Vx, y (2)

where the variables are the transition probability matrix
Py|x(y|x), the constant parameters are the cover distribution
Px (x), the distortion measure matrix D(x, y), and the entropy
constraint Hy.

In [16], we proved that the Lagrange dual [23] of the above
rate distortion problem (2) is of the following form:

N-1 M—1
minimize y Z eVi/7 =1 4 z u; —y Hy
j=0 i=0
subject to Px(i)D(, j) + u; + Px(i)l)j >0, Vi,jy >0

3)

where the dual variables are v.e RV, u € R, and y € R.
The constant parameters are Px (i), D(i, j), and Hy.

The optimal solutions v; and y of the dual problem (3)
yield the optimal marked-signal distribution of the primal
problem (2) with the following form:

Py(j)=e"/""1j=0,...,N~1. “)
The optimal objective function value of (2), i.e., the average
distortion D,,, is given by:

N—-1 M—-1
Day =—(y D e"/"7" 4> u; — y Hy). (5)
j=0 i=0

For some specific distortion metrics D(x, y), like square
error distortion Dg(x,y) = (x — y)? or L;-Norm distortion
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Fig. 1. TIllustration of recursive code construction.

Di(x,y) = |x — y|, it has been proved both in [15] and [24]
that the OTPM Py x (y|x) has the Non-Crossing-Edges (NCE)
property. To be specific, the NCE property means that, given
an optimal P;,‘l x» for any two distinct possible transition events
P;,"‘X(yl [x1) > 0 and P;‘lx(y2|xz) > 0, if x; < xp, then
¥1 < y2 holds. Lin et al. [15] pointed out that, by using
the NCE property, the joint distribution of X and Y can be
expressed by (6),

Py y(x,y) = max{0, min{Pcx (x), Pcy(y)}
— max{Pcx(x — 1), Pcy(y — 1)}}, (6)

where Pcx(x) and Pcy(y) are cumulative probability dis-
tributions of X and Y defined by Pcx(x) = >_, Px(i),
x = 0,...,M — 1, and Pcy(y) = o Pri),
y =0,...,N — 1. Noted that Pcx(—1) = Pcy(—1) = 0
and Pcx(M — 1) = Pcy(N — 1) = 1.

Therefore, when satisfying NCE property, the OTPM can
also be deduced analytically by the marginal distributions
Px(x) and Py(y). However, for other distortion metrics, such
as Hamming distortion, or even user defined distortions, the
NCE property may no longer hold and then OTPM cannot be
obtained analytically.

B. Recursive Code Construction

After obtaining optimal Py|x(y|x), we can calculate
the other OTPM Pxy(x|y) because Py is given.
With optimal Py|x(y|x) and Px|y(x|y), we proposed a
capacity-approaching coding method called recursive code
construction (RCC). By RCC, we divide the host sequence
into disjoint blocks and embed the message by modifying the
histogram of each block.

As the RCC behaves exactly the same within each
block, we take a single block to illustrate the data
embedding process. As shown in Fig. 1, assume the block
sequence X; = (xj1,Xi2,...,Xjx) is a K-tuple composed
of K samples drawn with probability distribution Py.
According to the probability transition matrix Py|x(y|x),
we on average can decompress S = KH(Y|X) bits of
message M; = (m;1, mj2, ..., m;s) into a marked-sequence
yi = Vi1, Yi2, - - -, ik )- To restoring x; from y;, we compress
x; according to Px|y(x|y), and the compressed information
O(x;) in consort with M;;| are embedded into the next
block. The average length of O(x;) is K H(X|Y), so the pure
average payload of each cover signal is equal to

%[KH(Y|X) —KH(X|Y)] = HY|X) — H(X|Y)

= HY) - HX). (7)
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Therefore, when using OTPM, RCC can approach the
rate-distortion bound (1).

The data extraction and cover restoration are executed in
a backward manner. After extracting O(x;), the cover block
x; can be restored by decompressing O(x;) according to
Px|y (x]y) with the help of y;, and then M; can be extracted
by compressing y; according to Py|x (y|x) with the help of x;.
For details of the RCC method, we refer readers to [19].

RCC can minimize the embedding distortion of RDH. With
RCC, designers of RDH only need to consider how to generate
a host sequence having small entropy and how to estimate the
OTPM for a given embedding rate.

III. OPTIMAL TRANSITION PROBABILITY
WITH GENERAL DISTORTION METRICS

As mentioned before, previous method can only estimate
OTPM for distortion metrics satisfying NCE property. In this
section, we focus on calculating the OTPM from the estimated
optimal dual variables of problem (3) for general distortion
metrics.

In [16], the hidden Lagrange multiplier A = {4, |Vx, y} €
RM>*N for the dual problem (3) associated with u and v is
given by

Axy = Px(x)D(x,y) +ux + Px(x)vy, Vx, y ®)

From the complementary slackness [23], the primal OTPM
Pyix(y|x) and the dual optimal variable A satisfy the
condition

/Ix,yPY\X(pr):O, x:1925""M9 y:192;-~'9N’ (9)

which means that the OTPM Py|x(y|x) is a sparse matrix
whose nonzero elements only occur where A,, = 0. As a
result, the optimal Py|x(y|x) satisfies the following non-
negative linear equations:

ZPX(X)PYIX(}’IX)D(X» y) = Day
X,y

M1
z Px(x)Pyix(y|x) = Py(y),Vy
x=0

N—1

Z Pyix(ylx) =1,Vx

y=0

Pyix(ylx) = 0,Vx,y

JxyPrix(ylx) = 0,Vx,y (10)

As the complementary slackness (9) shows that Py|x (y|x) =0
if A,,y > 0, we immediately obtain the support of the optimal
Pyx(ylx) as

Ly = {(x, Y)|Ax,y = O}. (1)

From Iy, all the unknown elements in Pyx (y|x) are gathered
by {Pyix(y|x), (x,y) € I} We arrange these unknown
variables as a column vector p = (pi, p2,..., ps) Where s
is the cardinality of support set Iyy.
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By reformulating the linear equations in (10), the column
vector p satisfies a reduced system of linear equations:

Ap=0>

p=>0, (12)

where A € R™*, r = M + N + 1 is the number of linear
equations, and s is the number of unknowns. The nature of
the solution depends upon the rank of the matrix A.
o CASE 1: rank(A) =s
In this case, r equations in A are linearly independent,
which yields a single solution to the following equations:

Ap = b. (13)

The solution of p is straightforward by solving (13),
regardless of the non-negative constraint in (12).
o CASE 2: rank(A) < s

In this case, the number of linearly independent equations
in A is less than the number of unknowns, which means
the system of linear equations (13) is underdetermined.
So among the solutions of (13), we have to chase the one
that follows the non-negative constraint in (12). This can
be solved by the following linear program:

N
maximize E Di
i=1

subject to Ap =0>

p=0. (14)

The solution set of p depends on the distortion metric
D(x, y). For some distortion metrics, such as the square error
distortion D (x, y) = (x—y)? or L1-Norm Dy (x, y) = |x—y|,
a single analytic solution exists, while for other distortion
metrics, there may exist multiple solutions in (14).

So, for the general distortion metric D(x, y), we use a
two-step strategy to estimate the optimal Py|x(y|x). Firstly,
we use the fast algorithm in [16] to get the marginal
distribution Py(y) and the corresponding dual variables.
Secondly, we solve the above linear equations (13) or the
linear program (14) to finally estimate the optimal transition
probability matrix Py|x (y|x).

In the following example, we show the optimal transition
probability matrix obtained by the above two-step strategy for
the square error distortion.

Example 1: Consider the square error distortion case, where
Ds(x,y) = (x — y)®. We take a simple distribution
Px = (0.1,0.3,0.2,0.1,0.1,0.1,0.05, 0.05), the two alpha-
bets are X = )Y = {0,1,2,3,4,5,6,7}. To embed
Hy — H(X) = 0.2 bpp (bits per pixel) message, using
the above two-step strategy, the estimated optimal transition
probability matrix Py|x (y|x) is illustrated by Fig. 2.

The optimal transition probability under square error dis-
tortion satisfies NCE property and the result in Fig. 2 agrees
with the one obtained using (6) with the estimated Py (y), and
thus the OTPM can be estimated with the previous method
in [16]. In fact, as shown in Fig. 2, we can translate the NCE
property into a character of the OTPM as follows.

Property 1 (Non-Crossing-Edges (NCE) property): Given
a transition probability matrix Pyx(y|x) € RY*N satisfying

1 0 0 0 o 0 0 0
0.180956 0.59298 0.226064 o o o 0 o
o 0 0.432339 0.567661 o o o o
X o 0 o 0.202804 0.797196 0 0 o
o 0 o 0.363357 0.636643 0 o
o 0 o o o 0.369901 0.630099 o
o 0 0 o o 0 0.485747 0.514253
o 0 0 0 o 0 0 1

Fig. 2.

The estimated OTPM for Example 1.

1 0 0 0 0 0 0 0
0.081953 0.65917 0 0110823 0 0111112 0  0.036942
0 0 0766863 0 0 0 0233136 0
X 0 0 0 0.51339 0 0 0 0.08661
0 0 0 0 1 0 0 0
0 0 0 0 0 0912524 0  0.087476
0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 1
Fig. 3. The estimated OTPM for Example 2.

the NCE property described in Section II-A, assume the
index of the first nonzero element in i-th row is f;, and the
index of the last nonzero element in (i — 1)-th row is [;_p,
then f; > /[;_; for1 <i <M — 1.

In contrast to Example 1, in the next example we give an
OTPM that does not satisfy the NCE property.

Example 2: Taking the same distribution Px as in
Example 1, we now consider the Hamming distortion metric
Dy, (x, y) which is defined by the Hamming distance between
the binary representations of x and y. For example, Dj (0, 4) =
Dy (000,001) = 1. Using the two-step strategy to embed
0.2 bpp message also, the estimated optimal transition proba-
bility matrix Py|x(y|x) is illustrated by Fig. 3.

Observing the matrix Py x(y|x) in Fig. 3, the index of the
first nonzero element in 3-th row is 3, while the index of the
last nonzero element in 2-th row is 6. This means the OTPM no
longer meets the Property 1, so the OTPM has to be estimated
with the two-stage strategy proposed in the present paper.

For the dual problem to maximize the embedding rate
subjecting to an average distortion constraint D,, discussed
in [16], the two-stage strategy can also be adjusted to esti-
mate the optimal Py|x (y|x) for the generate distortion metric
D(x,y).

With this new method, we can estimate rate-distortion bound
of RDH and apply RCC to approach the bound despite the
distortion metrics violating NCE property. As an example, we
apply the RCC to the hamming distortion case to evaluate its
performance.

Example 3: We draw a 107-length 8-bit cover sequence
X = (x1, x2,---) from a discrete Laplacian distribution with
mean x = 0 and scale parameter 6 = 4. We drop the elements
whose absolute magnitude is larger than 20. The hamming dis-
tortion metric here Dy (x, y) is the same as the one described
in Example 2. We use the two-stage strategy to estimate
the OTPM and then use RCC to embed different sizes of
messages. As shown in Fig. 4, the rate distortion results are
quite close to the theoretic upper bound.

The estimated optimal transition probability matrix
Pyix(y|x) for embedding 0.16 bpp message to the
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Fig. 4. Experiments on the performance of RCC for Example 3.
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0

0 0 ] 0.060158

Fig. 5. Part of the estimated OTPM for Example 3.

Laplacian cover sequence is partial presented in Fig. 5, from
which we can see that the OPTM also violates the NCE

property.

IV. IMPROVING RCC BY COMPRESSING
COVER’S HISTOGRAM

For the RCC method, the cover signal’s histogram Histy =
{nPx(x),x € X} needs to be conveyed to the receiver, and
here n is the length of the cover signal. At the sender side, the
compressed Histy will be embedded into some reserved host
signals with LSB replacement, and the LSBs of these reserved
signals will be reversibly embedded into other signals as part
of the payload with the RCC method. At the receiver side,
after recovering the probability distribution Py = {Px(x),
x € X} from the decompressed Histx, the recipient can
calculate the optimal Py x(y|x), with which she or he can
extract the message and restore the cover.

For some RDH methods, the overhead caused by convey-
ing Histy will greatly influence the performance of RCC.
For example, in the 2D histogram based method [21], Histx
consists of bins more than 1D histogram, which will cost
many pure payloads. Therefore, we should elaborate a method
to compress Histy. To compress Histy, we use the differ-
ential pulse-code modulation (DPCM) encoder. Considering
the Laplacian distributed histogram Histy = (hy, ha, ..., hp)

IEEE TRANSACTIONS ON IMAGE PROCESSING, VOL. 24, NO. 1, JANUARY 2015

[
-25 -20

-15 =10 -5 0 5

Fig. 6. Laplacian distributed frequency histogram.

in Fig. 6, we denote the index corresponding to the maximum
value in Histxy by iMax, and generate the difference value
sequence d = (d1,ds, ...,dp) by:

hi —hi_1, i >1landi <iMax
di=1hi —hiy1, i <Bandi > iMax (15)
hi, i=lori=B8B

After that, we use a M-bit sequence to record the absolute
value of d, followed by an entropy encoder to further compress
the bit sequence. The parameter M is determined by the least
bits to represent the maximum absolute value in d. Meanwhile,
a B-bit sequence f = (fi, f>,..., fp) is needed to record the
sign of the elements in d, which is defined as

0, di>0

fi= 1, else. <i=B

(16)

Similarly, the B-bit sequence f is further processed by an
entropy encoder.

The total bit length of the above DPCM scheme is mainly
determined by the parameter M and the histogram length B.
For some irregular histograms, the maximum absolute value
of d may be very large, so the number of bits M to represent
it is big. In such cases, in order to cut the magnitude of Histy
and maintain the shape of Py, the following quantization
formula can be used to preprocess the histogram Histy:

Histy
—— | Px
gScale

The parameter gScale here is a scale factor with common
values such as 2, 4 or 8.

Histy

=— 17
n/qScale a7

Histxy = ’7

V. APPLICATIONS UNDER DIFFERENT
DISTORTION METRICS

A. RDH Using Pairwise Prediction-Error Expansion

In this subsection, we improve Sachnev et al.’s method [10]
and Ou et al.’s method [21] with RCC. Sachnev et al.’s method
is a typical prediction-error expansion (PEE) method which
generates a 1D prediction-error sequence as the cover and
takes square error as the distortion metric, so its OTPM can
be estimated with the previous method in [16]. Unlike conven-
tional PEE methods, Ou et al.’s method pairs up two adjacent
prediction-errors jointly to generate a sequence consisting of
prediction-error pairs, and thus embeds message by modifying
a 2D histogram of the prediction-errors. In Ou et al.’s method,
Euclidean distance is used as the distortion metric. We will
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Fig. 7. Prediction pattern. (a) The pixel value u of the Cross set can be
predicted by using the four neighboring pixel values of the Dot set. (b) The
pairing up order for the prediction-errors.

illustrate that Euclidean distance dose not satisfy the NCE
Property, and thus we have to estimate OTPM with the
two-step strategy. We denote Sachnev et al.’s method as “1D
Sachnev”, the improved counterpart as “1D Proposed”, and
denote Ou et al.’s method as “2D Ou”, and the improved
counterpart as ‘“2D Proposed”.

Next we elaborate how to apply the RCC method to “2D
Ou”. In “2D Ou”, the rhombus prediction pattern in Sachnev
et al.’s method [10] is used to generate the prediction-errors,
in which the cover image is divided into two sets denoted
as “Cross” and “Dot” as shown in Fig. 7(a). The double-
layered embedding scheme in Sachnev et al.’s method [10] is
also applied to cover the whole image. Since the two layers’
embedding processes are similar, we only take the Cross layer
for illustration.

As shown in Fig. 7(b), the Cross pixels u; ; in the cover
image are collected into a sequence u = (uy, us, ..., u,) from
left to right and from top to bottom. For each Cross pixel u; ;,
the rhombus predicted value u: j is computed using its four
nearest Dot pixels:

Y = Lvi,j—l t0i+1,j T 0ij+1 H i1,
L] T 4

Then, by subtracting the predicted value u; j from the
original pixel value u;;, we obtain the prediction-error
sequence € = (eq,e2,...,e,). In an order depicted in
Fig. 7(b), the prediction-error sequence is paired up to a 2D
sequence € = ((e1,e2), (e3,€a),...,(en—1,€,)) by taking
e¢; = (ei1,ein) = (ezi,eni—1). Here we assume the cover
length n is an even number.

To extend RCC to the 2D case, we project the 2D sequence
€ into the 1D space using an injective mapping function
Project() defined by

J (18)

Project(e;) = Project(e;y, €i2)

=@ +T)x2xT+D+@2+T) (19

A threshold parameter 7 is used to choose prediction-error
pairs where |e;1| < T and |ejz| < T. Taking the test image
lena in Fig. 7(a) for instance, we set the threshold parameter
T = 7. The 2D prediction-error histogram and the projected
1D histogram using (19) are depicted in Fig. 8(a) and Fig. 8(b)
respectively.

Both Sachnev et al.’s method and the 2D Ou method use
the sorting technique to pick prediction-errors with small
magnitude, for the sake of generating a sharper prediction-
error histogram. To be Specific, for Sachnev et al.’s 1D

case, as shown in Fig. 7(a), the local variance LV for each
pixel u;; can be computed from the neighboring pixels
i j—1, Vi+l,j> Vi j+1, and v;_1 ; as follows:

4
1 _
LV (uij) =7 > (Ao = Aby), (20)
k=1
where Avy = |v;j—1 — vi—1,j|, Av2 = |vi—1,; — v j+1l,
Avy = |vjjy1 — vit1,jl, Avg = |vi41,; — vij—1l, and

Avg = (v +v2 +v3 +0v4)/4.

For Ou’s 2D case as shown in Fig. 9, the local variance of
a pair of prediction-error ¢; = (ey;, e2;—1) is computed from
the eight neighboring pixels pi, ..., pg as follows:

LV (¢;) = |p1 — p2l + |p2 — p3l + |p3 — p4l
+|ps — p1l +|1p3 — pel + | ps — psl

+1ps — pal +1ps—prl +1ps —psl. 2D

Usually we only pick out prediction-error candidates
whose LV values are less than a predefined threshold T y.
Considering the 2D prediction-error histogram for the test
image lena in Fig. 7(a), when the sorting technique (21)
is involved with threshold Tpy = 20, a sharper projected
histogram is gained as shown in Fig.8(c). The sorting
technique benefits RCC, because a sharper histogram has a
smaller entropy so that better rate distortion performance is
gained. On the other hand, the sorting technique shortens the
bit length of the compressed prediction-error histogram since
the number of prediction-errors is decreased.

Using (19), we project the 2D prediction-error sequence
€ = (e1,ez,---) into a 1D prediction-error sequence
¢ = (e],¢), ), where e, = Project(¢;). Taking €' as
the cover sequence, we can estimate the OTPM for a given
embedding rate by using the two-stage scheme described
in Section III. The distortion metric D(e},e’) here is
defined by the Euclidean distance between the corresponding
prediction-error pairs ¢; and ¢;:

D(ej, €)= D, 8)) = (én — &1)° + @ —&j2)* (22)

where e, = Project(¢;) and e} = Project(é;). According
to the OTPM, we can reversibly embedding messages into the
2D prediction-error sequence with RCC.

When RCC is extended to the 2D case, we can see from
Fig. 8(b) that the number of bins of the histogram grows a lot,
and as a result the bit length to compress the cover signal’s
histogram Histy becomes large. To cut the magnitude of
Histx and maintain the shape of Px, we use the quantization
scheme described in Section IV with parameter g Scale = 4.

We compare this extended 2D RCC with three other
methods, the 2D Ou method [21], our 1D RCC [19] and
Sachnev et al.’s method [10]. Note that for both the 1D RCC
and the extended 2D RCC, sorting techniques are added to
preprocess the prediction-error sequence. While in our original
1D RCC [19], the sorting technique is not involved.

In our experiments, four test images of size 512 x 512 are
used as covers (Fig. 10). In the 2D RCC case, for the test
image Fig. 10(a), the estimated OTPM is depicted in Fig. 11
at embedding rate r = 0.12 bpp with Try =20 and T = 7.
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Fig. 8. Prediction-error histograms. (a) 2D prediction-error histogram. (b) Projected 1D prediction-error histogram. (c) Projected 1D prediction-error histogram

with sorting technique.
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Fig. 10. Tested images of size 512 x 512. (a) Lena. (b) Baboon. (c) Barbara.
(d) Airplane.

1 0 0 0 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0
0 0 0.073 0927 0 0 0 0 0 0 0 0
0 0 0 032 068 0 0 0 0 0 0 0
0 0 0 0 0275 0725 O 0 0 0 0 0
0 0 0 0 0 0 1 0 0 0 0 0
0 0 0 0 0 0 0 1 0 0 0 0
0 0 0 0 0 0 0 0 0477 0523 O 0
0 0 0 0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 0 0 0 0.656 0.344
X 0 0 0 0 0 0 0 0 0 0 0 1
0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0
0 0 0102 O 0 0 0 0 0 0 0 0
0 0 0.047 0.793 0 0 0 0 0 0 0 0
0 0 0 0.274 0.54 0 0 0 0 0 0 0
0 0 0 0 0012 0029 O 0 0 0 0 0
0 0 0 0 0 0 0003 O 0 0 0 0
0 0 0 0 0 0 0 1 0 0 0 0
0 0 0 0 0 0 0 0O 078 0211 O 0

Fig. 11. The estimated OTPM for 2D recursive code construction case.
As shown in Fig. 11, the NCE Property (Property 1) is
obviously violated, since here the distortion metric D(x, y)
is abnormally user defined, which invalidates the methods
in [15] and [16], and we have to estimate the OTPM with
the two-step strategy.

Comparison results for various cover images are exhibited
in Fig.12. From the comparison results in Fig. 12(a), Fig. 12(c)
and Fig. 12(d), we can see that the 2D RCC performs the best
among all the competitors. Results in Fig. 12(b) demonstrate
that for high embedding rates the 1D methods can outperform
the 2D methods. The reason is that the image textures in
the Babbon image are more complex, thus the pixel-pairs
are less correlated which decreases the performance of the
2D methods.

On the other hand, the amplitude threshold 7 in (19) and the
sorting threshold 77y in (20) and (21) can be tuned to achieve
different results. Given the embedding rate r = H(Y)— H (X),
how to find the best values for these threshold parameters in
the proposed method remains a problem to be researched in
our subsequent work.

B. RDH Using Pattern Substitution in Binary Images

In [22], Ho et al. proposed a high-capacity reversible data
hiding scheme in binary images based on pattern substitu-
tion (PS). The PS scheme gathers statistical data concerning
the occurrence frequencies of various patterns and quantifies
the occurrence frequency as it differs from pattern to pattern.
In this way, some pattern exchanging relationships can be
established, and pattern substitution can thus be used for data
hiding. In the extraction stage, they reverse these patterns to
their original forms and rebuild an undistorted cover image.

Given the original binary image H, the PS method uses the
image differencing D to hide messages. Image differencing is
a method used to identify the edges of a binary image, so the
changes to D results in modifying the pixels on the edge of
the original cover image H, which is not discernible to human
eyes. The image differencing D is defined by

H(, j) ifi=1land j=1

H(G,j)®HG—1,j) ifi#1land j=1,
H(@,j)®H(i, j—1) otherwise,

D@, j) =
(23)

where @ represents the Exclusive-OR logic operation, and
i and j represent the rows and columns of the cover image
respectively. D represents the image differencing and H is the
original binary image.
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Fig. 13. The results of the patterns against the original image pixels in H.
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Fig. 14. Pattern substitution against the original pixel modifications in H.
(@) Pooo1 to Poiy1- (b) Pogor to Pipo-

After the image differencing, the PS method picks a large
number of continuous sets of 4 pixels from D to form patterns
as depicts in Fig.13. Assume that, for binary images, “1”
stands for the black pixels, and “0” stands for the white pixels.
Sixteen patterns exist, and among them, if the number of “1”
is greater, the occurrence probability is lower. This is because
“1” in image D only occurs where the black and white pixels
interlace in the cover image H.

The other characteristic is that if only one bit in D is
modified, all the pixels of the rebuilt image following the
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Fig. 15. Test binary images of size 512 x 512. (a) CT. (b) Finger print. (c)
Mickey. (d) English text.

0.984 0 0 0 0 0 0 0 0 0 0 0 0.01578 0 0
0 0.98 0 0 0 0 0 0 0 0 0 0 0 0.02 0
0 0 1 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0.98 0 0 0.02 0 0 0 0 0 0 0 0
0 0 [ 0 1 0 0 0 [ 0 0 [ [ 0 0
0 0 0 0 0 1 0 0 0 0 0 0 0 0 0

X 0 0 0 0 0 0 1 0 0 0 936E06 O 0 0 0
0 0 0 0 0 0 0 0.983 0 0 0.01669 0 0 0 0
0 0 0 0 0 0 0 0 0.98 0 0 0 0 0 0.02
0 0 0 0 0 0 0 0 0 1 0 0 [ 0 0
0 0 0 0 0 0 0 0 0 0 1 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 0 0 0 160E06 O 1 0 0
0 0 [ 0 0 0 0 0 0 0 0 0 6.80E-06 1 0
1 0 0 0 0 0 0 0 0 0 0 0 0 0 0

Fig. 16. The estimated OTPM for embedding 3500 bits into the binary
English text image.

modification will be different from their originals in the initial
image H. In order to prevent serious damage to the original
image H, all patterns in image D are divided into two groups
according to the number of “1”, named “the odd group” and
“the even group”, and pattern substitutions across groups are
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not allowed. In other words, if a pattern has an odd number
of “1” bits, the number of “1” bits must remain odd after
the modification; likewise, if a pattern has an even number of
“1” bits, the number of “1” bits also has to remain even after
modification.

Inside each group, substitutions of its patterns in D
will make modification to the original image pixels in H.
Taking the pattern Ppgo; in the odd group for instance, as
shown in Fig. 14(a), we find that if Pygo; is replaced by Po111,
only one bit in the cover image H will be modified. According
to Fig. 14(b), if Pyoo1 is replaced by Pii19, three bits in H
will be modified.

From the above observations, for each pattern PM in one
group, the PS method can always pick out another pattern PF
in the same group that is modified the least and then pair
them up to hide messages. When hiding “0”, the PM pattern
stays unchanged, when hiding “1”, the PM pattern is changed
to PF. To get a high embedding capacity, the PM pattern should
have a high occurrence frequency and the PF pattern should
have a low occurrence frequency. After choosing a pair of
patterns, the PS scheme scans the image D from left to right
and from top to bottom to record the positions of PM and PF
to hide messages. We refer readers to [22] for the details of
the PS method.
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To extend RCC method to this case, we present the image
differencing D as a 4D sequence d d,do,...,dn)
where each element d; = (d;1dj2di3dia) is a binary 4-tuple.
For instance, the tuples (0000), (0001) and (0010) stands
for the patterns in Fig. 13. For each 4-tuple d;, the cor-
responding 4-tuple in the cover image H is denoted as
hi = (hithi2hizhis).

Since the elements of the 4-tuples {d;,i = 1,2, ...,n} only
take binary value, we can cast them into a decimal number
and get a mapped 1D sequence d = (Jl,jz, ... ,L]n) while
c?,- € N{O, 1,2,...,15}. We define the distortion metric
D(d;, dj) by

= = |HamDist(h;,hj), Group(d;)=Group(d;)
D(dl’dj)_I—}—Inf, otherwise
(24)

where HamDist() above denotes the hamming distance for
two binary tuples. The value Group(d;) will be 0 if the number
of bit “1” in d; is even, otherwise will be 1. Pattern substitu-
tions across groups are not allowed as discussed before.
After that, we apply the RCC to the decimal sequence d
with the specified distortion metric D(Ji, d /) and compare it
with the PS method for different binary cover images. For
clarity, we only consider the non-overlapping patterns in [22].
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Four binary test images shown in Fig. 15 are used in our
experiments. For the PS method, although the picked pair of
patterns PM and PF only makes one bit modification to the
original cover image H, it has to take extra bits to record the
place of PF for all embedding capacities. This makes it less
adaptable especially for low embedding rates. To the contrary,
as shown by the estimated OTPM Py x(y|x) in Fig.16, the
RCC method can automatically pick out different pairs of
pattern transitions for a given embedding rate. Fig.16 also
implies that the NCE Property no longer meets here, and thus
we have to estimate the OTPM with the two-step strategy.

The PS method has an inherent limitation that a pattern
can only changed to another pattern, which means it can only
embed log,(2) = 1 bit for a pair. While for high embedding
capacities, the RCC method can adaptively pick out transitions
from one pattern to two or more patterns. For example, a
triple of patterns can embed log,(3) = 1.585 bits at most.
These two aspects above can explain that the RCC makes less
modifications than the PS method and therefore earns better
embedding performance as shown in Fig. 17.

As used in [22], the PSNR value for the binary images here
is calculated as follows:

PSNR =101 2552 dB (25)
= (0] e
€10 MSE
while MSE is computed by
| M N
— B2
MSE = - —— D> (bij — bj;)* x 255 (26)

i=1 j=1

where M and N are the width and height of the binary
cover image, b;; means the pixel value of the original binary
image in position (i, j) and b; ; represents the pixel value after
modification in position (i, j).

To better elaborate the advantage of the proposed method,
comparisons of visual quality between the two methods for the
English test image Fig. 15(d) are illustrated in Fig.18. From
the results we can see that the proposed method made fewer
modifications to the binary test image.

VI. CONCLUSIONS AND FUTURE WORK

In this paper, we propose a unified algorithm to estimate the
optimal transition probability matrix Py|x(y|x) for the general
distortion metrics D(x, y), which enables us to extend the
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(©

Comparisons of visual quality for the English text image. (a) Cover image. (b) PS method. (c) Proposed method.

recursive code construction to various applications. The exper-
iments demonstrate that the proposed method outperforms
state-of-art algorithms significantly.

The proposed framework for reversible data hiding shows
its generalizing ability and good performance under dif-
ferent application scenarios. But when extended to higher-
dimensional cases, 3D or 4D, the cover signal’s frequency
histogram contains many number of bins, so the compression
of the frequency histogram may comes to a problem which
needs to be better solved. On the other hand, an optimal
injective transition probability matrix Py x(y|x) instead of
the many-to-one transition probability matrix seems more
preferable, since it can simplify the coding and decoding
processes for data embedding. These aspects may be our
continual topics to work with.
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