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Abstract—Recent advances on adaptive steganography imply
that the security of steganography can be improved by exploiting
the mutual impact of modifications between adjacent cover
elements such as pixels of images, which is called non-additive
distortion model. In this paper, we propose a framework for
non-additive distortion steganography by defining joint distortion
on pixel blocks. To reduce the complexity for minimizing joint
distortion, we design an coding method to decompose the joint
distortion (abbreviated to DeJoin) into distortion on individual
pixels and thus the message can be efficiently embedded with
syndrome trellis codes (STCs). We prove that DeJoin can ap-
proach the lower bound of joint distortion. As an example, we
define joint distortion according to the principle of Synchronizing
Modification Direction (SMD) and then design steganographic
algorithms with DeJoin. The experimental results show that the
proposed method outperforms previous non-additive distortion
steganography when resisting state-of-the-art steganalysis.

Index Terms—Covert communication, steganography, non-
additive distortion, joint distortion

I. Introduction

STEGANOGRAPHY is a technique for covert communi-
cation, which aims to hide secret messages into ordinary

digital media without drawing suspicion [1]–[4]. Currently,
most approaches on content adaptive steganography are based
on the model of minimizing distortion between the cover and
the corresponding stego object.

Most adaptive steganographic methods adopted additive dis-
tortion fuchtions, such as HUGO [5], WOW [6], UNIWARD
[7], HILL [8], MVG [9], and MiPOD [10] in which the
distortion is defined by assigning costs to individual cover
elements. In additive distortion model, the modifications on
pixels are assumed to be independent and thus minimizing
the overall costs is equivalent to minimizing the sum of
costs of individual changed elements. For additive distortion
based methods, the practical message embedding is usually
realized by the efficient coding method, syndrome-trellis codes
(STCs) [11], which can approach the lower bound of average
embedding distortion for additive model.

Intuitively, the changes on adjacent pixels will interact, and
thus non-additive distortion model will be more suitable for
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adaptive steganography. Recently, Li et al. [12] and Denemark
et al. [13] independently found an effective principle for
exploiting the mutual impact of adjacent modifications, which
implies that synchronizing modification directions (SMD) of
adjacent pixels can significantly improve the performance for
resisting detection. In [13], ±1 modifications are used for
embedding messages in spatial images, and firstly each pixel is
assigned an initial ±1 cost with an additive distortion function
such as the one used in MVG [9] or HILL [8], and then
adjacent pixels are divided into two non-overlapped sub-sets
and correspondingly the embedding procedure consists of two
rounds. In the second round, the initial distortion on each pixel
of the second sub-set will be updated according to the change
directions of its neighboring pixels that have been changed in
the first round. Distortion updating is based on the principle of
SMD and the costs on changes in the same direction will be
decreased. Therefore, we call the strategy used in [12], [13]
as “updating distortion” (abbreviated to UpDist).

In general, it is still difficult to minimize non-additive
distortion for embedding message with low computational
complexity. Ker et al. [14] made a comprehensive review of
current art in both steganography and steganalysis and then
listed a series of open problems, in which the first open
problem for steganography is just how to design efficient
coding schemes for non-additive distortion functions. In the
present paper, we try to solve this problem via a decomposition
coding scheme.

We propose a novel framework to exploit interactions
between modifications of adjacent pixels by defining joint
distortion on pixel blocks. To minimize the joint distortion
in practical embedding with low complexity, we propose
a method to decompose joint distortion, so this method is
called DeJoin for short. By DeJoin, the joint distortion is
decomposed into additive distortion on individual pixels and
thus the message can be embedded with STC efficiently. We
prove that DeJoin can approach the lower bound of average
joint distortion for a given payload. As an example, we define
joint distortion by using the principle of SMD, and then apply
DeJion to embed messages. The experimental results show that
DeJoin can improve the performance of the methods in [12],
[13].

The rest of this paper is organized as follows. In Section
II, we briefly introduce the model of minimal distortion
steganography. The framework of decomposing joint distortion
is elaborated in Section III. Some examples on how to define
joint distortion and the experiments for resisting steganalysis
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are given in Section IV. The paper is concluded with a
discussion in Section V.

II. Model onMinimal Distortion Steganography
In this paper, matrices, vectors and sets are written in bold-

face, and k-ary entropy function is denoted by Hk(p1, . . . , pk)
for

∑k
i=1 pi = 1.

The cover sequence is denoted by x = (x1, x2, ..., xn), where
the signal xi is an integer, such as the gray value of a pixel.
The embedding operation on xi is formulated by the range I.
An embedding operation is called binary if |I| = 2 and ternary
if |I| = 3 for all i. For example, the ±1 embedding operation
is ternary embedding with I = {0,+1,−1}, where 0 denotes no
modification.

In the model established in [11], the cover x is assumed
to be fixed, so the distortion introduced by changing x to
y = (y1, y2, ..., yn) can be simply denoted by D(x, y) = D(y).
Assume that the embedding algorithm changes x to y ∈ Y with
probability π(y) = P(Y = y), and thus the sender can send up
to H(π) bits of message on average with average distortion
Eπ(D) such that

H(π) = −
∑
y∈Y
π(y) log π(y), Eπ(D) =

∑
y∈Y
π(y)D(y). (1)

For a given message length L, the sender wants to mini-
mize the average distortion, which can be formulated as the
following optimization problems:

minπ Eπ(D), (2)
subject to H(π) = L. (3)

Following the maximum entropy principle, the optimal π has
a Gibbs distribution [11]:

πλ(y) =
1

Z(λ)
exp(−λD(y)), (4)

where Z(λ) is the normalizing factor such that

Z(λ) =
∑
y∈Y

exp(−λD(y)). (5)

The scalar parameter λ > 0 can be determined by the payload
constraint (3). In fact, as proven in [15], the entropy in (3) is
monotone decreasing in λ, so for a given L in feasible region,
λ can be fast determined by binary search.

Specially, if the embedding operations on xi’s are inde-
pendent mutually, the distortion introduced by changing x
to y can be thought to be additive, and be measured by
D(y) =

∑n
i=1 ρ

(i)(yi), where ρ(i)(yi) ∈ R is the cost of changing
the ith cover element xi to yi (yi ∈ I + xi, i = 1, 2 . . . n). In this
case, the optimal π is given by

π(yi) =
exp(−λρ(i)(yi))∑

yi∈I+xi
exp(−λρ(i)(yi))

, i = 1, 2, . . . , n. (6)

For additive distortion, there exist practical coding methods
to embed messages, such as STCs (Syndrome-Trellis Codes)
[11], which can approach the lower bound of average distortion
(2). STCs are a kind of syndrome coding methods, which can
be formulated as

Emb(x,m) = arg min
y∈C(m)

D(x, y), and Hy = m. (7)

Here, m is the message vector. H is the parity-check matrix
and C(m) is the coset corresponding to syndrome m. The syn-
drome coding process is to find the stego vector y, satisfying
Hy = m and having minimal distortion. After receiving y, the
receiver can easily extract messages by computing Hy.

The parity check matrix H used in STCs is constructed by a
h×w sub-matrix Ĥ. For STCs, each solution can be represented
as a path through the syndrome trellis of H. The height h
of the sub-matrix determines the number of paths, and there
are kh choices in each grid of the trellis for k-ary embedding.
Therefore, larger h means more powerful capacity to minimize
distortion but also higher computational complexity. On the
other hand, the complexity of STC will exponentially increase
with the number of the modification patterns k = |I|. Therefore,
although STC can be fast implemented for binary embedding,
it cannot be directly extended to multi-ary embedding such as
±1 embedding.

However, ±1 embedding is more suitable for steganography
in spatial images. Zhang et al. [16], [17] presented an efficient
double-layered embedding scheme, by which ±1 embedding
is decomposed into two binary embedding operations, namely
embedding messages into LSB (Least Significant Bit) layer
and second LSB layer respectively. Motivated by [16], [17],
Filler et al. generalized double-layered embedding and thus
proposed double-layered STCs for ±1 embedding [11] that is
used by most adaptive steganographic methods [6]–[10], [12],
[13].

III. Framework of Decomposing Joint Distortion

We take spatial images and ±1 embedding as an example
to describe the proposed method, which in general can be
replaced with other kinds of covers and embedding manners.

Previous adaptive steganography usually defines distortion
function ρi on single pixel xi for i = 1, . . . , n. To consider
the interactive impact of modifications between neighboring
pixels, we propose to define distortion on pixel blocks. To
do that we first divide the cover image into N non-overlapped
blocks with size n1×n2. Without loss of generality, we assume
that N = n/(n1 × n2). For each block Bi (1 ≤ i ≤ N), we
define a joint distortion function ρ(i), according to which we
embed messages and minimize the sum of distortion of all
blocks. In this model, the distortion of inter-blocks is still
additive, but we cannot directly use STCs, because the number
of modification patterns in each block is large that causes
high computational complexity. To reduce the complexity of
embedding processes, we propose a decomposition coding
method, which decomposes the joint distortion on blocks
into distortions on individual pixels, and thus STCs can be
used to embed message efficiently. The proposed method is
abbreviated to DeJoin.

We take the 1 × 2 block as an example to describe the
decomposition coding method, i.e., each block consists of two
pixels. Assume the block sequence of the cover is

B1 = (x1,1, x1,2), . . . , Bi = (xi,1, xi,2), . . . , BN = (xN,1, xN,2). (8)

Because each pixel has three possible modification patterns
for ±1 embedding, the 2-pixel block has nine modification
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patterns. Therefore, the joint distortion function ρ(i) on the ith
block includes nine variables, which can be described as a
3 × 3 matrix with element ρ(i)(l, r) for (l, r) ∈ I2, where I =
{+1,−1, 0}. Herein, ρ(i)(l, r) denotes the distortion introduced
by modifying (xi,1, xi,2) to (xi,1 + l, xi,2 + r) for (l, r) ∈ I2. We
will discuss how to define ρ(i)(l, r) in the next section.

For a given message length L, with Eq. (6) the optimal joint
modification probability π(i) on the ith block is given by

π(i)(l, r) =
exp(−λρ(i)(l, r))∑

(u,v)∈I2 exp(−λρ(i)(u, v))
, (l, r) ∈ I2, 1 ≤ i ≤ N,

(9)
which satisfies L =

∑N
i=1 H9(π(i)). To reduce complexity of

the embedding processing, we design a two-round embedding
strategy by decomposing the joint probability π(i) into margin
probability and conditional probability.

Denoting the margin probability on the first pixel xi,1 of the
ith block by π(i)

1 , we have

π(i)
1 (l) =

∑
r∈I
π(i)(l, r), l ∈ I. (10)

We use π(i)
2| l(r) to denote the probability such that xi,2 is

changed to xi,2 + r under the condition of xi,1 having been
changed to xi,1 + l. The conditional probability is calculated
by

π(i)
2| l(r) =

π(i)(l, r)

π(i)
1 (l)

, r ∈ I, l ∈ I. (11)

In the first round, we will embed

L1 =

N∑
i=1

H3

(
π(i)

1

)
(12)

bits of message into x1,1, . . . , xi,1, xN,1. In the second round,
we will embed

L2 =

N∑
i=1

∑
l∈I
π(i)

1 (l)H3

(
π(i)

2| l

)
(13)

bits of message into x1,2, . . . , xi,2, xN,2. By chain rule, we have

L1 + L2 =

N∑
i=1

H9(π(i)) = L. (14)

Herein, H3 is the ternary entropy function and H9 is the nine-
ary entropy function because both π(i)

1 and π(i)
2| l are ternary

probability mass functions (PMF) while π(i) is a nine-ary PMF.
For practical embedding, we will use double-layered STCs

[11] to embed message in each round. To do that, we transform
the modification probability to a corresponding distortion func-
tion. In the first round, we transform the margin probability
π(i)

1 (l) to a distortion function on xi,1 which is denoted as ρ(i)
1 (l)

for l ∈ I. By Eq. (6), we have

π(i)
1 (l) =

exp(−λρ(i)
1 (l))∑

t∈I exp(−λρ(i)
1 (t))

, l ∈ I; 1 ≤ i ≤ N. (15)

To solve ρ(i)
1 (l) from Eq. (15), without loss of generality, we

can set λ = 1 because λ is monotone decreasing w.r.t. the
message length as proven in [15]. We define distortion by

ρ(i)
1 (l) = ln

π(i)
1 (0)

π(i)
1 (l)
, l ∈ I, 1 ≤ i ≤ N. (16)
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Fig. 1. Performance of DeJoin2 for minimizing joint distortion.

It can be easily verified that, if we embed message accord-
ing to the distortion function (16), the optimal modification
probability for the message length L1 is just π(i)

1 (l) for l ∈ I
and 1 ≤ i ≤ N, because the optimal modification probability
is given by setting λ = 1 in Eq. (15).

After assigning the distortion function (16) to xi,1 for 1 ≤
i ≤ N, we apply ±1 STCs to embed L1 bits of message into
x1,1, . . . , xN,1, by which xi,1 will be modified approximatively
according to the probability π(i)

1 (l) for l ∈ I.
In the second round, we embed messages into x1,2, . . . , xN,2

according to the conditional modification probability π(i)
2| l on

xi,2 for 1 ≤ i ≤ N. Which condition l should be used is
determined by the actual embedding result in the first round.
For instance, if the xi,1 is modified by +1 in the first round,
we will use the probability mass function π(i)

2| +1(r) (r ∈ I)
for xi,2. After transforming the conditional probability to a
distortion function as done in the first round, we embed L2
bits of message into x1,2, . . . , xN,2 with ±1 STCs.

At the receiver side, the message can be easily extracted
by applying the decoding algorithm of ±1 STC to the two
subsequences respectively.

If we can realize optimal ±1 embedding in each round, the
probability for modifying (xi,1, xi,2) to (xi,1 + l, xi,2 + r) in the
above process is equal to

π(i)
1 (l) × π(i)

2| l(r) = π(i)(l, r), (l, r) ∈ I2, 1 ≤ i ≤ N. (17)

Therefore, the average distortion introduced by DeJoin reaches
the lower bound because π(i)(l, r) is the optimal modification
probability for embedding L bits under the joint distortion
ρ(i)(l, r). Thus, we conclude that, DeJoin can minimize the joint
distortion defined on pixel blocks only if STCs can approach
the lower bound of average distortion on individual pixels.

We denote the algorithm for 2-pixel blocks by DeJoin2. To
verify the performance of the proposed method, we define
joint distortion with random numbers on 2-pixel blocks of
a 512 × 512 image, and then embed messages with DeJoin2
by setting the parameter h of STCs as h = 10, 14 and 16
respectively. As shown in Fig. 1, with increasing h, DeJoin2
approaches the lower bound of average distortion for various
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relative payloads, where the relative payload is defined as the
ratio of the message length to the number of pixels.

In a similar manner, DeJoin2 can be extended to algorithms
for minimizing joint distortion on larger blocks. For instance,
the joint distortion defined on 4-pixel blocks can be decom-
posed into two distortion functions on 2-pixel blocks and thus
the message is embedded by executing twice DeJoin2. Recur-
sively, we can get algorithms for minimizing joint distortion
on 8-pixel blocks, 16-pixel blocks and so on. In general, the
DeJoin method can be applied to pixel blocks with an arbitrary
size. For instance, the joint distortion on a 3-pixel block can
be decomposed into a distortion function on a 2-pixel block
and a distortion function on a single pixel.

The purpose of DeJoin is to reduce the complexity of
minimizing joint distortion. When directly extending STCs
to k-ary embedding, the computational complexity is O

(
nkh

)
,

where n is the number of pixels and h is the height of sub-
matrix used in STCs. Note that k will exponentially increase
with the size of the pixel-block, e.g., k = 9 for 2-pixel blocks
and k = 81 for 4-pixel blocks when ±1 embedding is used.
However, by DeJoin, we always execute two-layered STCs
with k = 2 in n pixels for pixel blocks with any size N by
dividing the n pixels into N groups. Therefore, DeJoin can
minimize joint distortion with low computational complexity.

IV. Defining Joint Distortion with SMD Principle

In the above section, we propose a general method for
embedding messages by minimizing joint distortion. The joint
distortion can be defined in several manners, e.g., extending
the Gaussian models used in [9] from single pixel to multi-
pixels or generalizing the SMD based method [12], [13]. For
fairly comparing with the methods in [12], [13], we give
some examples on how to define joint distortion based on the
principle of SMD.

A. Defining 2-Pixel Joint Distortion

We first define initial distortion on single pixel by using
state-of-the-art method for additive distortion, HILL [8], and
then define joint distortion on pixel blocks based on the initial
distortion. The image is divided into 1 × 2 non-overlapped
blocks. For the block Bi = (xi,1, xi,2), we denote the initial
distortion on xi,1 by d(i)

1 (l) for l ∈ I and the initial distortion
on xi,2 by d(i)

2 (r) for r ∈ I. The joint distortion on Bi is defined
by

ρ(i)(l, r) = α(l, r) ×
(
d(i)

1 (l) + d(i)
2 (r)

)
. (18)

The scaling function α(l, r) is defined in Fig. 2, which shows
that changes in the same directions are encouraged by mul-
tiplying smaller scaling factors. Messages are embedded by
using DeJoin2 for minimizing the joint distortion (18).

We compare the proposed method with HILL [8], MiPOD
[10], and UpDist based method [12], [13] for resisting the
detection of steganalysis. We denote the method in [12] by
CMD (Clustering Modification Directions) and the method in
[13] by Synch. In the UpDist based methods [12], [13], an
additive scheme is needed to define the initial distortion, in
which we also use HILL to define the initial distortion for

Fig. 2. Scaling function for joint distortion (18).

fair comparison. To reduce complexity of the experiments,
we replace double-layered STC with an optimal modification
simulation in all methods because double-layered STC can
approach the optimal ±1 embedding.

The detector is trained by using state-of-the-art 34,671-
dimensional SRM feature set [18] with the ensemble classifiers
[19] with Fisher linear discriminant as the base learner. The
performance is evaluated by the ensembles minimal total
testing error under equal priors such that

PE = min
PFA

1
2

(PFA + PMD), (19)

where PFA and PMD are the false-alarm probability and the
missed-detection probability respectively. The ultimate secu-
rity is qualified by average error rate PE averaged over 10
random splits of the data set, and larger PE means stronger
security. All experiments are conducted on the BOSSbase
ver.1.01 image database [20] which contains 10,000 gray-scale
images of size 512 × 512 pixels. As shown in Fig. 3, CMD,
Synch, and DeJoin2 can outperform the additive schemes,
HILL and MiPod.

With 2-pixel joint distortion (18), DeJoin2 outperforms
Synch for various relative payloads, while CMD appears to
be slightly more secure than DeJoin2.

B. Enhancing Security by Combining DeJoin with UpDist

Fig. 3 shows that we cannot outperform CMD by defining
joint distortion on 2-pixel blocks. In fact, by updating distor-
tion, both CMD and Synch consider the interactive impact of
several neighboring pixels, while the joint distortion function
(18) only considers the impact of one adjacent pixel.

To further exploit the interactive impact of modifications,
we can apply the strategy of UpDist to 2-pixel blocks by
taking the 2-pixel block as a super-pixel. To do that, we divide
the image into two sub-images after defining 2-pixel joint
distortion. Firstly we embed half of payloads into the first
sub-image by using DeJoin2. Secondly, we update the joint
distortion of the second sub-image according to the changed
results of the first sub-image, and then embed the rest payloads
into the second sub-image with DeJoin2.

The joint distortion on 1 × 2 pixel-blocks can reflect the
mutual impact of modifications in horizontal directions. To
incorporate the mutual impact in vertical directions, we collect
all odd rows of the cover image as the first sub-image and all
even rows as the second sub-image. The joint distortion on a
pixel block in the second sub-image will be updated according
to the changed results of the blocks above and under it. For
example, we denote the current block in the second sub-image



1051-8215 (c) 2016 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission. See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.

This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI 10.1109/TCSVT.2016.2587388, IEEE
Transactions on Circuits and Systems for Video Technology

5

0 0.1 0.2 0.3 0.4 0.5
0.15

0.2

0.25

0.3

0.35

0.4

0.45

0.5
P
E

Relative payload (bpp)

 

 

HILL
CMD
DeJoin

2

MiPOD
Synch

Fig. 3. Comparison between HILL [8], MiPOD [10], Synch [13], CMD [12]
and DeJoin2 for resisting the detection of SRM [18].

by (s1, s2), the block above it by (a1, a2), and the block under
it by (u1, u2). Assume that in the first round (a1, a2) has been
changed to (a1 + l′, a2 + r′), and (u1, u2) has been changed to
(u1 + l′′, u2 + r′′), and then the distortion ρ(l, r) on (s1, s2) will
be updated to ρ′(l, r) as follows.

ρ′(l, r) =


βρ(l, r) when (l, r) = (l′, r′) , (l′′, r′′)
βρ(l, r) when (l, r) = (l′′, r′′) , (l′, r′)

β2ρ(l, r) when (l, r) = (l′, r′) = (l′′, r′′)
ρ(l, r) otherwise

(20)

where β (0 < β < 1) is a scaling factor which also encourages
the modifications in the same directions. If the block (a1, a2)
is in the top/bottom row, its distortion will be updated only
according to the changed results of the block under/above it.

As shown in Fig. 4, by updating 2-pixel joint distortion with
setting β = 0.25 in (20), Updating-DeJoin2 can outperform
CMD for relative payloads larger than 0.2.

C. Resisting Selection-Channel-Aware Detection by Using
Larger Pixel Blocks

Recent advances in steganalysis show that, by using
Selection-Channel-Aware (SCA) features, the Warden can
reduce the error rates when detecting adaptive steganography.
The maxSRMd2 model [21] is a SCA version of SRM, which
has the same dimension with SRM. When using the SCA
features, the Warden needs to estimate the change probabilities
of each pixel, which is easy for detecting additive schemes,
such as HILL and MiPOD.

However, for Synch, CMD, and DeJoin, the Warden can
only compute the change probabilities of pixels used in the
first round, whose distortion is defined by an additive scheme,
and the change probabilities of other pixels may greatly vary
in the embedding process. Such variation is dependent on
different messages and the stego key. By the stego key, the
steganographer can randomly determine which pixels will be
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Fig. 4. Comparison between CMD [12], DeJoin2 and Updating-DeJoin2 for
resisting the detection of SRM [18].

used in each embedding round. Therefore, as pointed out
by Denemark et al. in [13], the best the Warden can do
is to compute change probabilities of all pixels with the
additive scheme used in the first round. To fairly compare
the performance, we use the same additive scheme, i.e. HILL,
to define the basic distortion in CMD, Synch and DeJoin.

The pixels are divided into two subsets in Synch and
DeJoin2 while four subsets in CMD. Therefore, the Warden
can accurately estimate change probabilities of half of pixels
for Synch and DeJoin2 and only quarter of pixels for CMD.
That’s why CMD performs better under the detection of
maxSRMd2 as shown in Fig. 5.

In fact, DeJoin can increase the ability of resisting maxS-
RMd2 by defining joint distortion in larger pixel blocks. To
verify this idea, we design a distortion function on 4-pixel
blocks. The image is divided into 2×2 non-overlapped blocks,
and we denote each block Bi as

Bi =

(
xi1 xi2
xi3 xi4

)
(21)

The joint distortion on Bi is defined as follows:

ρ(i)(l1, l2, l3, l4) = α(l1, l2, l3, l4)×
(
d(i)

1 (l1) + d(i)
2 (l2) + d(i)

3 (l3) + d(i)
4 (l4)

)
,

(22)
where (l1, l2, l3, l4) ∈ I4 and d(i)

j (l j) denotes the initial distortion
on single pixel xi, j defined by HILL for j ∈ {1, 2, 3, 4}.

The scaling function α(l1, l2, l3, l4) also follows the principle
of SMD, which is defined as

α(l1, l2, l3, l4) =
1 + o(l1, l2) + o(l1, l3) + o(l2, l4) + o(l3, l4)
1 + s(l1, l2) + s(l1, l3) + s(l2, l4) + s(l3, l4)

,

(23)
where

s(l1, l2) =
 1 when |l1 − l2| = 0

0 otherwise
, (24)

and

o(l1, l2) =
 1 when |l1 − l2| = 2

0 otherwise
. (25)
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Fig. 5. Comparison between HILL [8], MiPOD [10], Synch [13], CMD [12],
DeJoin2 and DeJoin4 for resisting the detection of maxSRMd2 [21].

With Eq. (24) and (25), we adjust the embedding cost ac-
cording to whether two adjacent pixels are modified in the
same direction. Therefore the scaling function α(l1, l2, l3, l4)
measures the degree of SMD in a 2×2 pixel-block. We embed
messages by using DeJoin4 to minimize the joint distortion
defined in (23).

We compare DeJoin4 with other schemes under the detec-
tion of maxSRMd2 in Fig. 5, and to give a more detailed
presentation, we compare the four SMD-based methods(CMD,
Synch, DeJoin2 and DeJoin4) by showing the PE and its
standard deviation in Table I. Fig. 5 and Table I show that
MiPOD outperforms HILL, and Synch achieves approximately
the same level of security with DeJoin2, and DeJoin4 can
promote the security of DeJoin2 to reach approximately the
same level with CMD. On the other hand, Fig. 6 shows that,
by extending the joint distortion to large pixel blocks, DeJoin
can also improve the level of security when steganalyzing with
SRM.

In order to detect the performance of SMD-based methods
above on the images with suppressed noise, we compare
four SMD-based methods with payload=0.1bpp on another
database BossbaseJQF [22], which is formed by JPEG com-
pressing the images of Bossbase 1.01 with quality factor
QF ∈ {75, 80, 85, 90, 95} and then decompressing to the spatial
domain. In order to achieve a fair comparison, we also use
HILL as the initial distortion for all the SMD-based methods.
Fig. 7(a) and Fig. 7(b) show that compared with experiments
on Bossbase 1.01, the relative performance of all the schemes
keep almost unchanged although the PE here is much lower
than the results on the Bossbase 1.01. For example, all
the SMD-based methods can promote the security of HILL;
DeJoin4 and CMD have very similar performance and can
outperform other schemes with different QF.
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Fig. 6. Comparison between CMD [12], DeJoin2 and DeJoin4 for resisting
the detection of SRM [18].

V. Conclusion

In this paper, we proposed a framework to improve the
security of adaptive steganography by defining joint distortion
functions on pixel blocks, which exploits the interactive impact
of changes between adjacent pixels. A decomposition coding
method, DeJoin, is proposed to minimizing the average joint
distortion for embedding messages.

The proposed DeJoin method is general, which can be ap-
plied to any joint distortion functions on various sizes of pixel
blocks, and thus provides a promising tool for minimizing
non-additive distortion in steganography. In this paper, we
only provide several simple examples about defining joint
distortion on small pixel blocks in spatial images. How to
define reasonable joint distortion to improve the security of
steganography in various kinds of covers will be an interesting
direction in the future study.
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