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a b s t r a c t 

The joint photographic experts group (JPEG) is the most popular format of digital image. In this pa- 

per, a novel reversible data hiding scheme based on JPEG image is proposed. In JPEG image, quantified 

DCT (discrete cosine transform) coefficients with different frequencies will yield different capacities and 

embedding distortions. To reduce the total distortion for the marked image, we select coefficients from 

frequencies yielding less distortions for embedding, and then an advanced block selection strategy is ap- 

plied to always modify the block yielding less simulated distortion firstly until the given payloads are 

completely embedded. Experimental results show that the proposed method can keep good visual qual- 

ity with small bitstream expansion. 

© 2018 Elsevier B.V. All rights reserved. 
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. Introduction 

Reversible data hiding (RDH) [1] is one special type of infor-

ation hiding, by which the host sequence as well as the embed-

ed data can be both restored from the marked sequence without

oss. This important technique is widely used in medical imagery,

ilitary imagery and law forensics, where the original signal is so

recious that it cannot be damaged. 

Many RDH algorithms have been proposed in the past decade,

hich can be roughly classified into three fundamental strate-

ies: lossless compression appending scheme [2] , difference ex-

ansion [3] and histogram shift (HS) [4] . The advanced RDH tech-

iques combine these strategies to prediction errors (PEs) [5–10] to

chieve better performances. RDH algorithms in uncompressed im-

ges have been well established. Compared with uncompressed

mages compressed images have less redundancy, thus are con-

iderably more difficult for RDH. Among all the formats of com-

ressed images, joint photographic experts group (JPEG) is the

ost popular one, thus RDH in JPEG image is important and useful

or many applications. 

As for JPEG image, except for the visual quality of marked im-

ge the file size of marked image must be also considered, because

nvalid modification may lead to the serious problem of bitstream
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xpansion. That is to say the file size of generated marked JPEG

mage will increase seriously comparing to that of host JPEG im-

ge. Although some works [11–13] embed messages by modifying

uffman table, which can well preserve the file size of JPEG image,

heir embedding capacities are rather limited. 

The most popular approaches [14–21] for RDH in JPEG image

re based on modifying quantified DCT (discrete cosine transform)

oefficients. Note that, by Wang et al.’s method [21] , not only quan-

ified DCT coefficients but also quantification table are modified

o achieve high capacity and high image quality, but their method

ill also cause relatively large bitstream expansion. What is more,

ang et al.’s method can not be applied to JPEG image with QF =
00 (quality factor), the reason is that the corresponding quantifi-

ation table can not be modified by Wang et al.’s method. Recently,

uang et al. [22] propose a new HS-based RDH scheme for JPEG

mage, by which zero coefficients remain unchanged and only co-

fficients with values “1” and “−1” are selected to carry messages.

oreover, a block selection strategy based on the number of zero

oefficients in each 8 × 8 block is presented to adaptively choose

CT blocks for embedding, so that achieving high embedding ca-

acity and well preserving the visual quality and the file size of

arked JPEG image. However, one DCT block having more zero

oefficients does not always means current DCT block will yield

maller distortion after embedding, and quantification table is also

ot considered in Huang et al.’s algorithm. 

The quantified DCT coefficients with different frequencies will

ause different embedding distortions and provide different capac-

ties, i.e., the number of “1” and “−1” in alternating current (AC)

oefficients. In this paper, based on HS-based embedding method
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Fig. 1. Block diagram of JPEG compression processes. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 2. Standard JPEG quantification table. 
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on “1” and “−1” of AC coefficients, we estimate the unit distortion

for each frequency, and select quantified coefficients at the first K

frequencies with the minimum unit distortions for embedding. An

advanced block selection strategy is also applied, by which the cor-

responding embedding distortion of each DCT block is simulated,

and we always select the block with less simulated distortion for

embedding firstly until the given payloads are completely embed-

ded. Experimental results show that, the proposed method outper-

forms the previous works, thus is a more advanced RDH scheme in

JPEG image. 

The rest of the paper is organized as follows. We briefly intro-

duce the previous arts in Section 2 . Section 3 elaborates the pro-

posed RDH method. Experimental results are given in Section 4 to

show the advantages of the proposed method, and finally this pa-

per is concluded with a discussion in Section 5 . 

2. Previous arts 

Throughout this paper, matrices and vectors are denoted by

boldface, and X = { x i } means that x i is the symbol of element in

matrix X . 

The JPEG encoder mainly consists of three components, that is

DCT, quantizer, and entropy encoder. By applying two-dimensional

DCT to each non-overlapping 8 × 8 block, original image data is

transformed from spatial domain to frequency domain. These ob-

tained DCT coefficients are then quantified according to quantifica-

tion table. The quantified DCT coefficients are arranged in a zigzag

scanning order and pre-compressed using the differential pulse

code modulation on direct current coefficients and run length en-

coding on AC coefficients. Finally, the symbol string is Huffman

coded to obtain the final compressed bitstream. After pre-pending

the header, we obtain the final JPEG image. The main steps of JPEG

compression are depicted as Fig. 1 . 

Mathematical definitions of 8 × 8 forward DCT and 8 × 8 inverse

DCT (IDCT) are formulated as Eq. (1) and Eq. (2) respectively. 

F (u, v ) = 

1 

4 

c(u ) c(v ) 
7 ∑ 

x =0 

7 ∑ 

y =0 

f (x, y ) cos 
(2 x + 1) uπ

16 

cos 
( 2 y + 1) v π

16 

(1)

f (x, y ) = 

1 

4 

7 ∑ 

u =0 

7 ∑ 

v =0 

c(u ) c(v ) F (u, v ) cos 
(2 x + 1) uπ

16 

cos 
( 2 y + 1) v π

16 

(2)

where: 

c(u ) = 

{
1 √ 

2 
, i f u = 0 

1 , otherwise 
. (3)

To compress image data, these DCT coefficients are quantified

by using a quantification table with 64 entries, and a standard

JPEG quantification table is shown as Fig. 2 . The quantified coef-

ficients are all integers which are obtained through dividing each

DCT coefficient by its corresponding step in quantification table

and rounding it to the nearest integer as follows: 

d(u, v ) = IntegerRound 

(
F (u, v ) 
q (u, v ) 

)
, (4)
here F ( u, v ) is the original DCT coefficient with the frequency { u,

 }, q ( u, v ) is the corresponding step in quantification table Q , i.e.,

t the position of the u th row and the v th col of block, and d ( u,

 ) is the quantified DCT coefficient in block D . Most of works as

ell as the presented work embeds messages into quantified DCT

oefficients. 

Without any loss of generality, the nonzero AC coefficients are

ollected. According to Huang et al.’s [22] analysis, the peak points

f nonzero AC coefficient histogram are generally located at points

1” and “−1”. Bin 1 and −1 are grouped into the inner region to

arry messages, and the rest of bins are grouped into the outer

egion. The embedding manner is described as follows: 

 

′ (u, v ) = 

{
d(u, v ) + sign (d(u, v )) ∗ b, i f | d(u, v ) | = 1 

d(u, v ) + sign (d (u, v )) , i f | d (u, v ) | > 1 

, (5)

here 

ign (x ) = 

⎧ ⎨ 

⎩ 

1 , i f x > 0 

0 , i f x = 0 

−1 , i f x < 0 

. (6)

In Eq. (5) , b ∈ {0, 1} denotes one bit message to be embed-

ed and d ′ ( u, v ) represents the AC coefficient after embedding. As

hown in Eq. (5) , all coefficients are modified at most by one in

he embedding processes. Obviously, the message extraction and

mage restoration can be achieved by Eqs. (7) and (8) . 

 = 

{
0 , i f | d ′ (u, v ) | = 1 

1 , i f | d ′ (u, v ) | = 2 

(7)

(u, v ) = 

{
sign (d ′ (u, v )) , i f 1 ≤ | d ′ (u, v ) | ≤ 2 

d(u, v ) − sign (d ′ (u, v )) , i f | d ′ (u, v ) | > 2 

(8)

Huang et al. embed messages block by block, to reduce the dis-

ortion for marked image, they preferentially select blocks with

ore zero coefficients for embedding. Such block selection strat-

gy reduces embedding distortion a lot. 
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S  
. Proposed scheme 

.1. Select frequencies to extract host coefficients 

As for the block-by-block embedding strategy, assume the ca-

acity for the i th DCT block is C i , and the corresponding embed-

ing distortion is J i , where 1 ≤ i ≤ N and N is the number of DCT

locks. The embedding distortion J i and capacity C i are determined

y the embedding strategy, and a better embedding strategy will

ntroduce the less J i , or provide the larger C i . For one DCT block all

he AC coefficients with values “1” and “−1” are selected to carry

essages and the rest of nonzero AC coefficients apart from values

1” and “−1” will be shifted by Huang et al.’s method [22] . There-

ore, C i is the number of AC coefficients with values “1” and “−1”

n the i th DCT block and J i is caused by modifying all of its nonzero

C coefficients. However, sometimes such embedding method will

dd unnecessary distortion. For example, if there is nearly no value

1” or “−1” at one frequency, but many other nonzero AC values

xist. There is no doubt that AC coefficients with such frequency

hould be skipped for modification, then we can reduce J i while

eeping C i . On the other hand, modifying coefficients with differ-

nt frequencies will yield different distortions, and which frequen-

ies deserve the priority for modification is also not considered

eeply in the previous works. The above faultiness inspires us that,

e can reduce the total embedding distortion by properly selecting

requencies for modification. 

In the processes of IDCT, we firstly recover original DCT coeffi-

ients with 

 (u, v ) = d(u, v ) × q (u, v ) , (9)

nd then return these recovered coefficients to pixel values with

q. (2) . The inverse transformation between 8 × 8 quantified DCT

lock D = { d(u, v ) } and 8 × 8 spatial pixel block P = { f (x, y ) } is

implified as 

 = DCT (D � Q ) , (10)

here D � Q = { d(u, v ) ∗ q (u, v ) } means multiplying each value in

 by value at the same position in Q . 

Indeed, adding a number to the quantified DCT coefficient d ( u,

 ) is equivalent to adding the number multiplied by the corre-

ponding quantification step q ( u, v ) to original DCT coefficient F ( u,

 ). Therefore, the modifications on DCT coefficients at frequencies

ith large quantification steps will yield larger distortions. 

If we add 1 to d ( u, v ) and keep the other coefficients un-

hanged, then the yielded average distortion for 8 × 8 DCT block

enoted as cost ( u, v ) is 

ost(u, v ) = 

∑ 7 
x =0 

∑ 7 
y =0 � f (x, y ) 

2 

64 

, (11)

here 

� f (x, y ) = f ′ (x, y ) − f (x, y ) 

= 

1 

4 

7 ∑ 

i =0 

7 ∑ 

j=0 

c(i ) c( j )�F (i, j ) cos 
(2 x + 1) iπ

16 

c os 
(2 y + 1) jπ

16 

= 

1 

4 

c(u ) c(v ) q (u, v ) cos 
(2 x + 1) uπ

16 

c os 
(2 y + 1) v π

16 

. (12) 

The quantified DCT coefficient at frequency { u, v } of the k th DCT

lock is denoted as d k u, v . We collect quantified DCT coefficients at

requency { u, v } from all the DCT blocks as a vector denoted by

 u, v , such that D u, v = { d 1 u, v , d 
2 
u, v , . . . , d 

N 
u, v } , where N is the number

f DCT blocks. To evaluate the embedding performance of DCT co-

fficients at the frequency { u, v }, we calculate its unit distortion for

mbedding per bit. As utilized in Huang et al.’s work [22] , we se-

ect AC coefficients with values “1” and “-1” for carrying messages
nd shift the rest of nonzero AC coefficients. Therefore, the embed-

ing capacity for vector D u, v denoted as C u, v is the number of “1”

nd “−1” in D u, v , and the total distortion caused by embedding

 u, v bits messages into D u, v is estimated as 

 u, v = (0 . 5 ∗ C u, v + C out ) ∗ cost(u, v ) , (13)

here C out is the number of nonzero AC coefficients apart from

alues “1” and “−1”. 

Now, as for D u, v , we can exactly calculate its capacity C u, v and

oughly estimate corresponding embedding distortion J u, v , thus

nit distortion for frequency { u, v } (denoted as UD u, v )is 

D u, v = J(u, v ) /C u, v . (14)

 = 

⎡ 

⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎣ 

0 1 0 0 0 0 0 0 

1 1 0 0 0 0 0 0 

0 0 0 0 0 0 0 0 

0 0 0 0 0 0 0 0 

0 0 0 0 0 0 0 0 

0 0 0 0 0 0 0 0 

0 0 0 0 0 0 0 0 

0 0 0 0 0 0 0 0 

⎤ 

⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎦ 

. (15) 

We sort 63 frequencies of AC coefficients according to their unit

istortions, and select the first K frequencies with the minimum

nit distortions to extract host coefficients. There are at most 63

hoices for K , after the payloads are given for host image we can

asily get a suitable K by exhaustive search. After K frequencies are

ecided, we extract a sub-block denoted by D 

′ from D , such that 

 

′ = B � D , (16) 

here B is a 1/0 matrix declaring which frequencies are selected or

ot. For example, if frequencies {1, 2}, {2, 1} and {2, 2} are selected

or embedding, then B becomes Eq. (15) . 

.2. Select DCT blocks according to simulated distortions 

After frequencies are selected, we extract a sub-block D 

′ from

ach quantified DCT block D . There is no doubt that to reduce

he total embedding distortion the selected host coefficients should

ontain shifted values in the outer region as few as possible. More

ero AC coefficients in one DCT block usually means that current

lock belongs to the smoother area of image, and the proportion of

alues “1” and “−1” is high. Huang et al. select blocks with more

ero coefficients for embedding, and thus reducing embedding dis-

ortion a lot. However, one DCT block having more zero coefficients

oes not always means current DCT block will yield less embed-

ing distortion, because modifications on coefficients with differ-

nt quantification steps will yield different embedding distortions. 

Base on the above analysis, to reduce the embedding distor-

ion, we calculate simulated distortion (SD) for each sub-block, and

hese sub-blocks with small SDs are preferred for modification. The

maller SD for one block usually means that not only the number

f zero AC coefficients is larger, but also the nonzero AC coeffi-

ients are at frequencies with smaller quantification steps. In order

o regain SD for each sub-block exactly at the receiver’s side, we

ssume that all the embedded bits are with the value 1, and sim-

late modification processes as 

 

′′ k (u, v ) = d ′ k (u, v ) + sign (d ′ k (u, v )) , i f | D 

k 
u, v | ≥ 1 , (17)

hen D 

′ k = { d ′ k (u, v ) } becomes D 

′′ k = { d ′′ k (u, v ) } . With Eq. (10) we

an retransform the differences in frequency domain denoted as

D 

′ k = { sign (d ′ k (u, v ) } to the differences in spatial domain de-

oted as �P 

′ k = { � f ′ k (u, v )) } . Then, the simulated distortion is 

D k = 

7 ∑ 

x =0 

7 ∑ 

y =0 

� f ′ k (x, y ) 2 . (18)
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Fig. 3. Tested images of size 512 × 512. (a) Lena. (b) Baboon. (c) Barbara. (d) Airplane. 

Table 1 

Comparisons of three methods on test images in Fig. 3 . 

Lena QF = 70 Payloads (bits) 60 0 0 80 0 0 10 0 0 0 120 0 0 140 0 0 

Wang et al.’s method (53.51,11500) (53.42,11500) (53.58,17648) (52.56,17536) (52.82,23608) 

Huang et al.’s method (47.12,8080) (45.21,10240) (43.60,12536) (42.24,14736)) (41.00,16504)) 

The proposed method (47.34,8160) (46.58,10 0 08) (44.50,12120)) (42.70,14248)) (41.01,16184) 

Lena, QF = 80 Payloads (bits) 60 0 0 80 0 0 10 0 0 0 120 0 0 140 0 0 

Wang et al.’s method (55.66,11968) (55.70,12120) (54.53,18360) (54.48,18504) (53.60,24600) 

Huang et al.’s method (49.84,8336) (48.33,10312) (46.92,12424) (45.83,14 4 40) (44.50,16632) 

The proposed method (50.23,8080) (48.64,9960) (47.32,12024) (46.10,13832) (44.88,16560) 

Lena, QF = 90 Payloads (bits) 60 0 0 10 0 0 0 140 0 0 180 0 0 220 0 0 

Wang et al.’s method (58.67,16048) (57.88,22728) (56.63,30840) (55.92,39368) (55.34,47848) 

Huang et al.’s method (53.38, 9448) (50.72,13824) (48.79,18504) (47.25,22440) (45.79,27272) 

The proposed method (54.14, 8680) (51.31,13040) (49.19,17184) (47.50,21432) (46.16,25872) 

Lena, QF = 100 Payloads (bits) 80 0 0 160 0 0 240 0 0 320 0 0 40 0 0 0 

Wang et al.’s method – – – – –

Huang et al.’s method (58.43,9960) (54.80,23168) (52.40,29784) (50.95,38272) (49.45,50984) 

The proposed method (59.93, 7712) (56.39,17032) (54.32,25920) (52.74,36320) (51.44,43880) 

Baboon, QF = 70 Payloads (bits) 60 0 0 80 0 0 10 0 0 0 120 0 0 140 0 0 

Wang et al.’s method (53.60,16288) (53.92,16208) (52.79,22592) (53.12,22976) (51.72,29056) 

Huang et al.’s method (44.26,7576) (42.30,9888) (40.81,12568) (39.61,15184) (38.16,17864) 

The proposed method (44.70,7320) (42.75,9408) (41.21,11656) (39.67,14264) (38.35,16992) 

Baboon, QF = 80 Payloads (bits) 60 0 0 80 0 0 10 0 0 0 120 0 0 140 0 0 

Wang et al.’s method (55.18,16736) (55.6 8,16 856) (54.40,24288) (54.87,24400) (53.49,30224) 

Huang et al.’s method (45.95, 7368) (44.18, 9992) (42.61,12152) (41.42,15352) (40.04,18016) 

The proposed method (46.30, 6936) (4 4.41, 94 40) (42.76,11944) (41.41,14520) (40.20,16880) 

Baboon, QF = 90 Payloads (bits) 60 0 0 10 0 0 0 140 0 0 180 0 0 220 0 0 

Wang et al.’s method (58.59,19208) (57.86,26840) (56.59,37936) (55.98,46608) (55.35,55696) 

Huang et al.’s method (48.29, 8152) (45.22,13768) (43.18,19416) (41.38,24672) (39.91,30696) 

The proposed method (4 8.4 9, 8192) (45.41,13448) (43.15,19160) (41.39,24552) (39.98,29240) 

Baboon, QF = 100 Payloads (bits) 80 0 0 160 0 0 240 0 0 320 0 0 40 0 0 0 

Wang et al.’s method – – – – –

Huang et al.’s method (59.61, 9056) (56.26,16144) (54.22,21480) (52.58,28360) (51.22,35208) 

The proposed method (60.40, 7784) (57.27,15896) (55.32,23920) (53.88,30456) (52.52,35768) 

Barbara, QF = 70 Payloads (bits) 60 0 0 80 0 0 10 0 0 0 120 0 0 140 0 0 

Wang et al.’s method (53,98,12400) (54.26,12240) (52.99,18680) (52.58,18824) (52.01,25864) 

Huang et al.’s method (44.40,7032) (42.57,9664) (40.86,12416) (39.85,14656) (38.77,16776) 

The proposed method (45.62,6888) (43.36,6888) (41.65,12160) (40.42,14432) (39.18,16880) 

Barbara, QF = 80 Payloads (bits) 60 0 0 80 0 0 10 0 0 0 120 0 0 140 0 0 

Wang et al.’s method (55.37,13048) (55.78,13072) (54.66,19400) (55.07,20024) (53.62,26144) 

Huang et al.’s method (48.44, 7312) (45.93, 9896) (44.20,12304) (42.60,14760) (41.45,17208) 

The proposed method (49.34, 7088) (46.66,10144) (4 4.74,124 48) (43.31,14832) (42.00,17352) 

Barbara, QF = 90 Payloads (bits) 60 0 0 10 0 0 0 140 0 0 180 0 0 220 0 0 

Wang et al.’s method (58.65,14960) (57.82,20408) (56.69,29800) (55.99,38192) (55.43,46288) 

Huang et al.’s method (54.69, 6552) (51.39,11328) (47.79,17040) (45.34,21688) (43.45,26400) 

The proposed method (55.08, 6568) (51.67,10792) (48.15,16464) (45.4 8,2156 8) (43.57,25616) 

Barbara, QF = 100 Payloads (bits) 80 0 0 160 0 0 240 0 0 320 0 0 40 0 0 0 

Wang et al.’s method – – – – –

Huang et al.’s method (59.88, 8600) (56.59,15216) (54.53,20280) (52.88,26744) (51.47,33784) 

The proposed method (60.27, 8040) (57.27,15712) (55.30,24176) (53.77,30904) (52.48,36288) 

Airplane, QF = 70 Payloads (bits) 60 0 0 80 0 0 10 0 0 0 120 0 0 140 0 0 

Wang et al.’s method (54.02,11928) (54.36,11952) (53.07,17984) (53.65,17864) (52.00,24744) 

Huang et al.’s method (46.87,6944) (44.41,9360) (43.09,11752) (41.30,13856) (39.86,15920) 

The proposed method (47.79,6680) (45.72,9008) (43.87,10912) (42.02,13792) (40.45,15782) 

Airplane, QF = 80 Payloads (bits) 60 0 0 80 0 0 10 0 0 0 120 0 0 140 0 0 

Wang et al.’s method (55.32,12440) (55.71,12200) (54.62,18144) (55.06,18232) (53.64,24576) 

Huang et al.’s method (49.77, 6912) (48.11, 9024) (46.66,10952) (45.32,13072) (43.72,15528) 

The proposed method (50.70, 6544) (48.90, 8912) (47.35,10856) (45.85,12912) (44.31,15592) 

Airplane, QF = 90 Payloads (bits) 60 0 0 10 0 0 0 140 0 0 180 0 0 220 0 0 

Wang et al.’s method (58.79,15448) (57.91,21096) (56.70,30264) (55.98,38856) (55.38,47240) 

Huang et al.’s method (54.10, 8648) (51.22,13264) (49.31,17040) (47.25,22328) (45.16,25648) 

The proposed method (54.70, 8168) (51.91,12328) (49.80,16664) (47.32,21496) (45.11,25304) 

Airplane, QF = 100 Payloads (bits) 80 0 0 160 0 0 240 0 0 320 0 0 40 0 0 0 

Wang et al.’s method – – – – –

Huang et al.’s method (62.30, 6208) (58.71,13184) (56.64,21720) (54.92,29608) (53.57,40248) 

The proposed method (62.45, 5744) (58.95,12656) (56.85,18840) (55.24,27144) (53.89,36312) 
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Fig. 4. PSNR values of marked images under two payloads by setting different K values. 
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The HS-based modification ( Eq. (5) ) on each coefficient will not

hange its sign (positive or negative), thus Eq. (19) holds. 

d ′ k (u, v ) = sign (d ′′ k (u, v )) = sign (d ′ k (u, v )) (19)

t the receiver’s side, according to the marked coefficients we can

ecalculate these differences in frequency domain with Eq. (19) ,

hen regain SD for each sub-block and relocate those sub-marked-

locks carrying messages. 

We sort these sub-blocks according to their simulated distor-

ions, and always select the sub-block with the smaller SD for em-

edding firstly until the selected sub-blocks can accommodate the

iven payloads. 

.3. Data embedding and extracting 

To restore host image and embedded messages, we need to

ecord the volume of embedded messages and the selected fre-

uencies, which are regarded as a part of the payloads to be em-

edded. Now, the detailed processes of embedding and extracting

re described as follows: 

.3.1. Embedding 

1. Decode original JPEG image to get the quantified DCT coeffi-

cients, and then compute unit distortion for each frequency; 

2. Extract sub-blocks according to selected K frequencies, and

these frequency information are regarded as a part of the pay-

loads to be embedded; 
3. Calculate simulated distortion for each sub-host-block, and em-

bed messages into sub-host-blocks yielding less simulated dis-

tortions firstly until the given payloads are completely embed-

ded; 

4. Return all the modified coefficients to their original positions

and entropy-encode the obtained coefficients to get the marked

JPEG image. 

.3.2. Extracting 

1. Decode marked JPEG image to get the quantified DCT coeffi-

cients; 

2. Extract sub-blocks according to the extracted frequency infor-

mation; 

3. Simulate embedding distortion for each sub-block, and extract

messages from sub-marked-blocks yielding less simulated dis-

tortions firstly until the embedded messages are completely ex-

tracted; 

4. Encode the restored coefficients again to get the host JPEG im-

age. 

. Experimental results 

When host signal for RDH is JPEG image, invalid modification

ay lead to serious problem of bitstream expansion, i.e., the in-

reased file size between host image and marked image. Therefore,

or each experiment, not only Power Signal-to-Noise Ratio (PSNR)

ut also bitstream expansion is adopted to evaluate the perfor-

ance of an RDH scheme in JPEG image. All the test images are
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Fig. 5. Average PSNR values and increased file sizes under different embedding payloads. 
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in the lossless formats and be compressed into JPEG versions un-

der different QF s, and then experiments are carried on these com-

pressed JPEG images. As discussed in Section 3.1 , we select host

quantified DCT coefficients for embedding from K frequencies with

the minimum unit distortions. A suitable K can well decrease the

distortion of marked image for the proposed method. The experi-
ental results with Lena as test image by setting different K val-

es are given in Fig. 4 , from which we see that the PSNR value of

arked image reaches the peak when K is less than 63 and usually

ar less 63. That is to say frequency selection in quantification table

s rather meaningful in improving the quality of marked image. Af-

er the optimal K frequencies are selected, we record them as one
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art of payloads to be embedded, and then the receiver can relo-

ate these selected K frequencies. To speed the processes of finding

 suitable K , we can initialize K = 30 and then search the local op-

imum value toward two directions with the step 3. 

We compare the proposed method with Wang et al.’s work

21] and Huang et al.’s work [22] on typical test images shown

n Fig. 3 firstly. The comparative results are listed in Table 1 . Note

hat, the data in bracket after Wang et al.’s work, Huang et al.’s

ork and the proposed method are PSNR and increased file size

ith the units dB and bits respectively. Although Wang et al.’s

ethod can achieve high PSNR, their method will also result in se-

ious bitstream expansion. What is more, Wang et al.’s method can

ot be applied to JPEG image with QF = 100 due to that the cor-

esponding quantification table can not be modified. Huang et al.’s

ork [22] is the state-of-the-art RDH algorithm in JPEG image, and

he proposed method outperforms it in both visual quality and file

ize of generated marked JPEG image. 

The presented method can be seen as an improvement of

uang et al.’s method [22] . To verify the advantages of the pre-

ented method, we test it and Huang et al.’s method on database

23] with 96 images, and the average results generated by such

wo methods are figured in Fig. 5 . Note that, we will discard some

est images which can not provide enough capacities to be plot-

ed entirely in Fig. 5 . The proposed method can achieve the same

mbedding capacity as Huang et al.’s method due to the same HS-

ased embedding manner, thus the discarded test images will be

he same in such two methods. From Fig. 5 we see that, comparing

ith Huang et al.’s method the improved average PSNR obtained

y the proposed method is about 1 dB when QF are 70 and 80, and

.5 dB when QF are 90 and 100. At the same time, the increased

le sizes obtained by the proposed method are always smaller than

hose of Huang et al.’s method, and our advantages in bitstream

xpansion will be more obvious when QF = 100 . The reasons of

ur advantages are mainly about two aspects: one is that frequen-

ies are considered when selecting host quantified DCT coefficients

or embedding, and another one is that an advanced block selec-

ion strategy is applied. 

. Conclusions 

In this paper, we estimate unit distortion for each frequency of

C coefficient, and then utilize block selection strategy to modify

locks yielding less simulated distortions preferentially. The pre-

ented method outperforms Huang et al.’s work [22] . However,

ompared with Wang et al.’s method [21] , although the bitstream

xpansion is reduced greatly by the proposed method, the visual

istortion of marked image created by the proposed method is still

oorer. In the future, we will continue improve the RDH scheme in

PEG image by modifying the quantification table as considered in

ang et al.’s method [21] . 
cknowledgments 
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