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Abstract. Most state-of-the-art text steganography algorithms are
designed based on synonym substitution with the concern of simplic-
ity and robustness. However, synonym substitution will cause some
detectable impact on cover texts. In this paper, we propose an content-
adaptive text steganography to minimize the impact caused by embed-
ding process. We believe that synonym substitution will cause a hybird
distortion consists of statistical distortion and linguistical distortion. We
design a double-layered STC embedding algorithm (HSL) to minimize
the distortion. Experiments results indicate that the security perfor-
mance of HSL is better compared with traditional methods based on
synonym substitution.
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1 Introduction

Encryption is a technique of protecting communications and its application can
be found in all aspects of life. However, the garbled encrypted data will attract
the attention from attackers which is not expected. The pursuit of steganog-
raphy is behavioral safety. The existence of secret communication is hidden to
avoid attackers attention. This does not mean that steganography is superior
to encryption. The combination of these two methods can protect the secret
information better [1].

There are many types of cover used in steganography such as text [2], image
[3], audio [4] and video [5]. Because images, videos, etc. have redundant content
and are not sensitive to modification, steganography developed for these cover
has rich achievement. However, steganography that uses texts as cover develop
slow as a result of the small content redundancy. However, the use of text data
is increasing day by day with the rapid development of internet technology. This
provides a natural environment for text steganography. The application prospect
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of text steganography is positive. Therefore, it is significant to design a secure
steganography algorithm that is suitable for text cover.

Because of the high robustness and simplicity of the text steganography
based on synonym substitution, this method is widely used [6–8]. However, the
frequency distribution of synonyms in the cover text will change during the
process of synonym substitution and causes statistical distortion. On the other
hand, the meaning of a word is related to the content of the context. So the
meanings of two synonyms in a particular context may not necessarily be the
same and synonym substitution can cause linguistical distortion.

We will develop the rest of this paper as follows. In Sect. 2 we analyze the
statistical distortion caused by synonym substitution. In Sect. 3 we introduce
the method to estimate the linguistical distortion. The scheme for minimizing
distortion of synonym substitution are elaborated in Sect. 4. Experimental results
on resisting steganalyzers are shown for comparing with previous methods in
Sect. 5. Section 6 gives the conclusion of this paper.

2 Statistical Distortion

2.1 Notation

To describe the proposed method more clearly, we give some notations as follows.

Definition 1. Embedding rate in steganography based on synonym substitu-
tion refers to the value of the number of bits embedded divided by the number
of bits encoded by all synonyms in a text. The embedding capacity in synonym
substitution steganography is decided by how many synonyms appear in a text
file.

Definition 2. A synonym set is a word set which includes more than one words
having similar meaning. The synonyms in the synonym set are order by the
descending order of their frequencies which are derived from N-gram corpus. It’s
a open source corpus that can be downloaded from the Internet.

For example, (Cow, Cattle) is a synonym set that contains two synonyms and
the frequency of Cow is bigger than Cattle.

To make the description in the rest of the paper simpler, we use a letter in
lower case with a subscript and a superscript, take sj

i for example, to represent
a synonym. The corresponding synonym set is denoted as Si, i.e., sj

i ∈ Si. ‖Si‖
denotes the number of synonyms in Si. Herein, the subscript i is used to represent
the position of the synonym appears in the text. The superscript j represents
the order of the synonym in the corresponding synonym set. In this paper, if the
logical expression I is true, we define the value of Iverson bracket [I ] to be 1.
Otherwise, the value of Iverson bracket [I ] is defined to be 0.

Definition 3. A synonym sequence is defined as a sequence of synonyms. The
synonyms are sorted in the increasing order of positions where they appear in
the text. For example, if there are n synonyms in a text, the synonym sequence
can be denoted as (sj1

1 , sj2
2 , ..., sjn

n ).
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2.2 Estimation of Statistical Distortion

Text steganography based on synonym substitution is widely used because it’s
simple and robust. In this kind of steganography, the sender and the receiver
have the same synset. Different synonyms are encoded as different message bits.
After we substitute some synonyms in cover text, the synonym sequence can rep-
resent the secret message. The semantics of the text remain almost unchanged.
It’s hard to distinguish if the text is modified. From this perspective, synonym
substitution steganography is practical. However, experiments show that some
statistical features of cover text will change during the process of synonym sub-
stitution.

As is known to all, synonyms appear at different frequencies in corpus. Rare
synonyms refers to synonyms that hardly appear in corpus, while some synonyms
appear frequently in corpus. We think that the message bits is random, 0 and 1
appear at the same probability in message. The number of 0 and the number of
1 in message are almost the same. As a result, rare synonyms appear at higher
frequencies in stego texts than in cover texts. It can be utilized by attackers.

In this paper, we denote the synonym which has the highest frequency in a
synonym set as MFS (Most Frequent Synonym). And the proportion of MFSs
to all synonyms in a text is called Ratio of MFSs, denoted as RM . We select 100
cover texts from wiki corpus. The size of these texts are 100 kB. We use Bsyn
[9] to generate stego texts. The embedding rate is 0.5. We get RM from these
cover texts and stego texts and the results are shown at Fig. 1.

Fig. 1. Ratios of MFSs on the method Bsyn [9].

We can see from Fig. 1 that synonym frequencies will change if we embed
message in the text by synonym substitution. It is regarded as statistical dis-
tortion which is not expected. As synonym substitution steganography is widely
used, some researchers start research on text steganalysis. Text steganalysis can
be used to detect the existence of secret messages in text files. Attackers may
utilize text steganalysis tools to prevent covert communication. It’s not we want
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if there is a need to transfer secret messages. However, most state-of-the-art syn-
onym substitution steganography algorithms can not resist this kind of attack.
In the perspective of statistical discrepancy, traditional synonym substitution
steganography has room for improvement. The security performance of synonym
substitution steganography need to be promoted and this is what we will do in
this paper.

In this paper, the statistical distortion is estimated with the help of relative
word frequency. If we substitute sj

i with sk
i , the statistical distortion is

SD(sj
i , s

k
i ) =

⎧
⎨

⎩

(log f(sj
i )

f(sk
i )

)α, if f(sj
i ) > f(sk

i )

−(log f(sk
i )

f(sj
i )

)α, if f(sj
i ) <= f(sk

i )
(1)

where the constant α is a parameter used to tune the sensitivity of the distortion
to the frequency. f(sj

i ) and f(sk
i ) denote the frequencies of synonym sj

i and sk
i

respectively, which are derived from the N-gram corpus.

3 Linguistical Distortion

3.1 Word to Vector

The research on how to represent words in the form of vectors has attracted much
attention in recent years [10–12]. In [13], Bengio proposed a widely used model
which could be used to estimate neural network language model. In Bengio’s
model, a feedforward neural network structure was adopted. With the help of a
non-linear hidden layer and a liner projection layer, the performance of Bengio’s
model is somewhat satisfying. Many other later works learned how to build the
neural network structure from Bengio’s model. Another common structure of
neural network language model was proposed in [14,15]. In this model, the word
vectors were firstly learned using neural network with a single hidden layer. Then
the word vectors were utilized to train the neural network language model. So the
word vectors could be learned without constructing a complete neural network
language model.

In [16], Tomas et al. proposed two new models for learning word vectors: Con-
tinuous Bag-of-Words (CBOW) and ssSkip-gram. CBOW model use the future
and history words as input to predict the current word. Continuous Skip-gram
model use the current word as input to predict words within a certain distance
to the current word. In this paper, we use CBOW model to train word vectors.
The architecture of CBOW is shown at Fig. 2.

It is noticed that the application of word vectors is not limited to simple
linguistic regularities. Through applying simple addition and substraction oper-
ations on the word vectors, we can get the word vector of another word. For exam-
ple, the result of word vector(King) - word vector(Man) + word vector(Woman)
has a closest distance with the vector of the word “Queen” in vector space.
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Fig. 2. The architecture of CBOW.

3.2 Estimation of Linguistical Distortion

A word can express different meanings in different contexts. Although the syn-
onyms in a synset have the similar meaning, the substitution of synonyms will
still cause a semantic mismatch in a specific context. It’s necessary to quantify
the linguistical distortion. In this paper, we utilize the word vectors to calcu-
late the linguistical distortion caused by synonym substitution. Given a specific
context, we can predict the current word with the help of word vectors. The pre-
diction is realized by applying algebraic operation on the context word vectors
and the result is in the form of a word vector. The weighted average of the con-
text word vectors is the prediction result. And if the context is extracted from a
text, we know the original word at this position in the text. We can calculate the
distances between vector of the predicted word and vector of the original word.
The distances is a measurement of how a word fits the specific context. In the
remainder of this subsection, the calculation of linguistical distortion is given in
detail.

For every synonym sj
i , we can extract the N words before and after it

as its context, denoted by Ci = (ci,0, ci,1, ..., ci,2N−2, ci,2N−1). The size N
is called context window size. The vector representation of the context is
V i = (v i,0, v i,1, ..., v i,2N−2, v i,2N−1). Since context words are often not of
the same importance, we give different weights to the context words. Wi =
(wi,0, wi,1, ..., wi,2N−2, wi,2N−1) is the weights of Ci. Given the context and the
weights, we can predict the current word which may be not the same as the
word appears in the text. The vector representation of the predicted word can
be gotten by Eq. (2).

V ip =
2N−1∑

k=0

v i,k × wi,k (2)
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The vector representation of synonym sj
i is denoted as v j

i . It is considered
that the closer between V ip and v j

i , the better sj
i fits the context. In this paper,

we choose cosine distance to measure the distance between two vectors. The
reason of choosing cosine distance is given in Sect. 5. The cosine distance between
V ip and v j

i is denoted as Cdj
i .

cdj
i = 1 − v j

i · V ip

|v j
i | × |V ip|

(3)

If we substitute sj
i with sk

i , the linguistical distortion is

LD(sj
i , s

k
i ) =

⎧
⎨

⎩

(log cdk
i

cdj
i

)β , if cdk
i > cdj

i

−(log cdj
i

cdk
i

)β , if cdk
i <= cdj

i

(4)

The parameter β is used to tune the proportion of linguistical distortion in total
distortion.

4 The Proposed Scheme HSL

4.1 Preprocess the Synonym Sets

Considering the following two points, we firstly preprocess the synonym sets to
guarantee that each synonym set contains 2 or 4 words to reduce the complexity
of embedding algorithm.

(1) Little synonym set contains more than four synonyms;
(2) If ‖Si‖ =3 and synonyms in Si are encoded into two bits, there will be

wet elements in multi-layer STC [17].

The preprocess of synonym sets is conducted in the following ways: If a
synonym set has three synonyms, remove the synonym with the lowest frequency.
If a synonym set has more than four synonyms, remove the synonym with the
lowest frequency until the synonym set contains only four synonyms.

We embed message by modifying the order j of the word sj
i and substituting

it with the corresponding synonym. To reduce embedding distortion with binary
stego coding technology, we construct two binary cover sequences with the LSB
(Least Significant Bit) and MSB (Most Significant Bit) of the order j of the
synonym sj

i . And if the synonym set includes only two words, the corresponding
MSB will be empty.

For example, there is a synonym sequence (s00, s
0
1, s

1
2, s

2
3) and ‖S0‖ =

2, ‖S1‖ = 2, ‖S2‖ = 4, ‖S3‖ = 4. The two binary cover sequences are shown
in Fig. 3.

4.2 Defining Distortion Function

In this paper, the distortion caused by substituting sj
i with sk

i is defined as

D(sj
i , s

k
i ) = SD(sj

i , s
k
i ) + LD(sj

i , s
k
i ) (5)
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Fig. 3. Example of constructing cover sequences from synonym sequence.

We assume that the distortion of substitution of different synonyms is indepen-
dent and the total embedding impact on cover text is the sum of distortion
caused by every synonym substitution.

In the next subsection, we apply “minimizing distortion model for steganog-
raphy” with Eq. (5) as the distortion metric. The distortion function SD(sj

i , s
k
i )

means that replacing a word having higher frequency with one having lower fre-
quency will introduce large costs, so such substitution will be limited, which can
preserve the statistical character of texts. On the other hand, distortion func-
tion LD(sj

i , s
k
i ) means substituting a synonym which fit the context better with

another one will cause linguistical distortion. Therefore, by distortion metric (5),
we take into account statistical distortion and linguistical distortion at the same
time.

4.3 Applying Double-Layered STC

When the payload and distortion function are given, matrix embedding is a tool
that can be employed to reduce the distortion during the process of embed-
ding. Syndrome-trellis code (STC), a practical optimal code, can be utilized to
hide message near the rate-distortion bound [18]. STC adopt convolutional code
together with a Viterbi algorithm-based encoder for the purpose of minimiz-
ing the additive distortion. Previous works which use the framework of STC
achieved satisfying performances [19–21]. Motivated by this, we developed a
double-layered STC algorithm to implement the text steganography method
proposed in this paper.

Suppose there is a synonym sequence (sj1
1 , sj2

2 , ..., sjn
n ) in a cover text which

is denoted as x . sji
i belongs to synonym set Si = {s0i , s

1
i , ...s

ni−1
i }. It’s possible

that Si = Sk(i �= k). We want to embed m bits of message into the text. After
the message is embedded, the synonym sequence changes to (sk1

1 , sk2
2 , ..., skn

n )
which is denoted as y . All possible value of y constitute a set which is denoted
as y . During the embedding process, the total distortion is formed as the sum
of distortion caused by every synonym substitution.

D(x ,y) =
n∑

i=1

D(sji
i , ski

i ) (6)

The probability of changing the synonym sequence from x to y is denoted as
π(y) = p(y |x ). The amount of bits can be sent is calculated by

H(π) = −
∑

y∈y

π(y)logπ(y). (7)
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Average distortion is calculated by

Eπ(D) =
∑

y∈y

π(y)D(x ,y). (8)

The task of embedding while trying to reduce the embedding impact is in the
following form:

minimize Eπ(D) subject to H(π) = m (9)

According to the maximum entropy principle, the solution to Eq. (9) has a form
of Gibbs distribution [22]

π(y) =
exp(−λD(x ,y))

∑
z∈y exp(−λD(x , z ))

(10)

the parameter λ can be obtained by the constraint Eq. (9).

π(ski
i ) = p(ski

i |sji
i ) =

exp(−λD(sji
i , ski

i ))
∑ni−1

z=0 exp(−λD(sji
i , sz

i ))
(11)

If ‖Si‖ = 2, the possibility that the LSB of ki is 0 is

p1i = π(s0i ) (12)

If ‖Si‖ = 4, the possibility that the LSB of ki is 0 is

p1i = π(s0i ) + π(s2i ) (13)

According to [17], to reduce the embedding impact caused by embedding process,
the payload of the first layer in double-layer STC is

m1 =
n∑

i=1

−p1ilogp1i − (1 − p1i)log(1 − p1i) (14)

In the first layered embedding, the equivalent cover sequence is denoted as x1i

and
x1i = [p1i < 0.5], 1 ≤ i ≤ n (15)

And the corresponding distortion metric of the element in the first layer cover
sequence is

ρ1i = |ln(
p1i

1 − p1i
)| (16)

The first layer stego sequence is denoted as y1i (1 ≤ i ≤ n), which is obtained by
applying the STC to embed m1 bits of message into the sequence x1i (1 ≤ i ≤ n).

The payload of the second layer binary sequence is

m2 = m − m1 (17)
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If ‖Si‖ = 4, we can embed message into the MSB of the synonym. The possibility
that the MSB of ki is 0 is

p2i =

⎧
⎨

⎩

π(s0
i )

π(s0
i )+π(s2

i )
, if y1i = 0

π(s1
i )

π(s1
i )+π(s3

i )
, if y1i = 1

(18)

where i ∈ {i| ‖Si‖ = 4, i = 1, 2, ..., n}. In the second layered embedding, the
equivalent binary cover sequence is denoted as x2i and

x2i = [p2i < 0.5] (19)

The corresponding distortion metric of the element in the second layer cover
sequence is

ρ2i = |ln(
p2i

1 − p2i
)| (20)

The second layer stego binary sequence is denoted as y2i. When i ∈ {i| ‖Si‖ =
4, si = 1, 2, ..., n}, y2i is gotten by applying the STC to embed messages into
x2i. If ‖Si‖ = 2, we set y2i = 0. Finally, we set

ki = 2y2i + y1i (21)

Through comparing the difference between ji and ki, we know how to substitute
the synonyms to get stego texts.

Note that the above double layered STC is different with that used for ±1
embedding in images [17]. In image steganography, the embedding distortion is
greatly influenced by the modification’s amplitude and large modification ampli-
tude means large distortion. Therefore ±1 embedding overmatch two-layer LSB
replacement for image steganography. When decomposing ±1 embedding, some
wet elements (disable elements) will appear in the second layer which may lead
embedding failure, and thus we have to repeat the embedding process. How-
ever, in the proposed scheme, the cover element j is the order of a word in the
synonym set. Large modification amplitude on j does not always mean large
distortion. In fact, negative distortion may arise when a word with lower fre-
quency is changed to one with high frequency. That’s why we use two-layer LSB
replacement instead of ±1 embedding. For such cover on synonym substitution,
we design a special double-layered STC to assign the payload to two layers of
LSBs according to the distortion metric and the modification manner, which can
achieve larger capacity than ±1 embedding and will not yield wet elements. The
details of the embedding and extraction procedures of the proposed method are
described in Algorithm 1 and Algorithm 2 respectively.

5 Experiment Results

In this section, we first introduce the training process of the word to vector
model. We adopt the CBOW model to train word vectors. The texts used as
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Algorithm 1. Embedding Procedure
1: Get the synonym sequence x of cover text.
2: Calculate the distortion metric of x by using Eq. (5).
3: Determinate the value of λ by constraint Eq. (9).
4: Get the x1i and the distortion metric of x1i. Apply STC encoder to get y1i.
5: Get the x2i and the distortion metric of x2i. Apply STC encoder to get y2i.
6: Calculate ki with Eq. (21) and generate y .
7: Compare x and y , replace the corresponding synonyms.

Algorithm 2. Extracting Procedure
1: Get the synonym sequence y of stego text.
2: Apply STC decoder to the LSB sequence of y get a part of message.
3: Apply STC decoder to the MSB sequence of y get the rest of message.

input are segmented from WIKI corpus. The size of input text ranges from 5 kB
to 200 kB. The dimension of every word vector is 400-D. We set the context
window size (parameter N) to 5 and abandon the words appeared less than 5
times during the training process. The synsets is extracted from Wordnet [23].
The synonyms in the synset are sorted in the descending order of their frequencies
which are derived from N-gram corpus. In anti-detection experiments to evaluate
the performance of different embedding methods, 5,000 texts are used as cover
texts. The size of the text varies from 10 kB to 3000 kB. We try to guarantee
these text files have a wide range of embedding capacities which is an effort to
make the evaluation of the proposed method objective.

In Sects. 2 and 3, we give the calculation of statistical distortion and lin-
guistical distortion in detail. The quantification of linguistical distortion is com-
pleted with the help of word vector. The distance between word vectors can be a
measurement of linguistical distortion. Common vector distances include cosine
distance and Euclidean distance. To determine the value of parameter α, β and
find out which kind of vector distance can estimate linguistical distortion better,
1,000 texts was selected randomly from the WIKI corpus which are different
from the 5,000 texts mentioned above. The stego texts are generated by HSL
when α, β take different values and using different kind of vector distance. The
embedding rate is 50%. The steganalysis tool is WFST. The detection result of
steganalysis tool is displayed in Tables 1 and 2.

Table 1. Detection rate when α and β have different values (cosine distance)

Parameter β = 0 β = 0.5 β = 1.0 β = 1.5

α = 0.0 0.8319 0.8125 0.8286 0.8451

α = 0.5 0.7958 0.7412 0.7882 0.8046

α = 1.0 0.8033 0.6769 0.7426 0.7726

α = 1.5 0.8154 0.7518 0.7274 0.7529
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Table 2. Detection rate when α and β have different values (Euclidean distance)

Parameter β = 0 β = 0.5 β = 1.0 β = 1.5

α = 0.0 0.8319 0.8347 0.8551 0.8879

α = 0.5 0.7958 0.8124 0.8485 0.8677

α = 1.0 0.8033 0.8204 0.8467 0.8754

α = 1.5 0.8154 0.8136 0.8652 0.8839

Compare Tables 1 and 2, we can know that the linguistical distortion can be
better estimated by cosine distance. And HSL achieves optimal anti-detection
when α = 1.0 and β = 0.5. In the experiments later, we set α = 1.0 and
β = 0.5.

In Sect. 2, the ratios of MFSs are given to explain the statistical distortion
caused by synonym substitution. In this section, the same experiment is imple-
mented. The cover texts are identical with cover texts used in Sect. 2. The stego
texts are generated by HSL (embedding rate = 0.5). Results are displayed in
Fig. 4. Compare Figs. 1 and 4, we can see that the frequency distribution of syn-
onyms in stego texts generated by HSL is closer to cover texts compared with
stego texts generated by traditional method.

Fig. 4. Ratios of MFSs on the proposed method.

To further evaluate the security of HSL, two different steganalysis tools are
used to detect stego text files produced by four methods: Bsyn, Tlex and Ctsyn
[9] and HSL. Bsyn, Tlex and Ctsyn are all synonym substitution steganography.
In Bsyn, the codewords of every synonym have the same length. Message are
divided into many pieces of equal length. T-lex and Ctsyn don’t limit the number
of synonyms in synonym sets. T-lex uses WordNet to select synonyms with
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correct senses. Only the words appeared in the identical synonym set in WordNet
database are grouped in a synonym set. Messages can be embedded into cover
text as follow. First, encode the message letters with Huffman coding. Then,
represent the encoded binary string in multi-base form. Finally, choose which
synonym to appear in the text according to the multi-base form. Ctsyn constructs
a binary tree for each synonym set with the synonyms as the leaves. Different
synonyms represent message pieces of different lengths. For each steganographic
method, two groups of stego texts are generated with two embedding rates 25%
and 50%.

The first steganalysis tool is WFST. The detection results is displayed in
Table 3. The second steganalysis tool is based on the context [24]. It’s denoted
as CST. The detection results is displayed in Table 4.

Table 3. Detection results of WFST

Embedding rate Bsyn Tlex Ctsyn HSL

25% 0.6907 0.6877 0.6802 0.6131

50% 0.8473 0.8359 0.8124 0.7185

Table 4. Detection results of CST

Embedding rate Bsyn Tlex Ctsyn HSL

25% 0.8995 0.8747 0.8864 0.6639

50% 0.9360 0.9214 0.9011 0.7742

From experiments results displayed above we can know that the security
performance of HSL is better compared with other methods. HSL can resist
steganalysis tools better by minimizing the designed distortion. It indicates the
distortion quantification is reasonable.

6 Conclusions

In this paper, we analyze the distortion caused by synonym substitution from both
the statistical and semantic perspectives. We apply minimal distortion model
to synonym substitution steganography and design a double-layered embedding
algorithm HSL to impact on cover texts during embedding process. Experiments
show that HSL is more secure when attacked by different steganalysis tools com-
pared with traditional synonym substitution steganography algorithms.
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