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ABSTRACT 

A new reversible watermarking algorithm on stereo audio signals is proposed in this 

paper. By utilizing correlations between two channels of audio signal, we segment one 

channel based on another one according to the smoothness. For each segmented sub-

host sequence, we estimate its capacity and the corresponding embedding distortion 

firstly, and then select the optimal combinations of sub-host sequences for embedding. 

Experimental results indicate that the proposed algorithm can improve SNR (signal to 

noise ratio) for various kinds of capacity. 
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1. INTRODUCTION 

With the rapid development of multimedia and network, the amount of information 

storage becomes larger and larger. At the same time, editing and copying is so 

convenient, which speeds up the spread of information. Currently, a lot of digital works 

are suffering from illegal acquiring and malicious tampering, among which audios are 

the popular ones. Integrity protection and ownership rights certification of audio files 

have attracted great attentions, which can be realized with watermarking. 

There are two types of watermarking, robust watermarking and fragile 

watermarking to protect audio files. Robust watermarking [1]-[4] is used to label 

copyright information so that protecting copyright. On the contrary, fragile 

watermarking [5]-[7] is usually used for content integrity authentication, which is asked 

to be sensitive to the slight change so that editing the content slightly will be detected. 

Reversible watermarking mainly is used for fragile watermarking, which can restore 
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both the embedded watermark and the host signal. The reversibility is very important 

in some special situations, such as high quality music, legal evidence, military 

intelligence and criminal investigation.  

At the early age, Barton [8] proposed the idea of reversible data hiding (RDH). 

Later on, many efficient methods for images spring up. The current algorithms are 

divided into five mainstream techniques: lossless compression based schemes [9]-[11], 

expansion based schemes [12]-[18], content adaptive schemes [19]-[20] and integer 

transform schemes [21]-[23]. 

Following the development of RDH in the image field, a lot of efficient reversible 

watermarking algorithms have been proposed. In the early days, Michiel et al. [24] 

proposed the reversible audio watermarking, which uses the redundant bits of audio 

coding to encode the watermark information, and then recover the host signal by 

restoring the original dynamic range in the decoder. Later on, many methods are 

proposed in time domain [25] [26] [27] [28] [29], compressed domain [30]-[31] and 

frequency domain [32] [33]. Yan et al. [25] refer to the method of extending the 

prediction error in the image reversible hiding proposed by Tian [12] to construct the 

appropriate prediction model to realize the reversible data hiding. Bradley et al. [27] 

proposed a high capacity reversible audio watermarking method based on the 

generalized reversible integer transform. Xiang et al. [29] proposed an alterable 

prediction order data hiding method based on non-causal prediction, in which the 

double-embedding strategy in image data hiding is used to divide audio signal for two 

sets. In the compressed domain, Li et al.[30] designed an entropy coding algorithm, the 

perceptually unimportant indices in one segment of compressed speech bitstream are 

coded by the algorithm. Huang et al. [32] achieved the adaptive embedding of 

watermark information by processing the DCT coefficients. Particularly, using human 

auditory perception characteristics can achieve a better effect for reversible 

watermarking in the audio. Masashi Unoki et al. [34] proposed a kind of non-perceptual 

audio reversible watermarking based on the delay characteristics of the human ear. 

All the above RDH methods are designed for single channel audio. However, to 

balance the hearing effect, most of the audio files we can see on the Internet are stereo 

audio. In this paper we proposed a RDH method for stereo audio by exploiting the 

correlation between the two channels. 

The rest of the paper is organized as follows. Section 2 and Section 3 give the 

detailed description of the proposed method, including embedding and extracting 

procedure. The experiment results and comparisons are presented in Section 4.The 

paper is concluded with a discussion in Section 5. 

 

2. BASIC METHOD ON SINGLE CHANNEL 

In this paper, we use the quantized audio samples as covers, and there are two kinds of 

common quantization bits in standard stereo audio, 8-bit quantization and 16-bit 

quantization. 

For ease of understanding, we give a basic method of watermarking for the right 

channel signal of stereo audio M firstly. 

 



2.1 Prediction model 

As shown in Fig.1, the length of the signal is N and 𝑥𝑖
𝑅 is an integer. 

 

Fig.1 The right channel of audio M 
In the right channel, all samples are divided into even set and odd set to avoid that 

the modified samples affect the prediction of the current sample, and two-round 

embedding mechanism will be adopted. 

In the first round, we only embed data into the PEs of samples in the even set. To 

generate PEs, the present sample 𝑥2𝑖
𝑅  is predicted as: 

�̃�2𝑖
𝑅 = 𝑢−3

𝑒 𝑥2𝑖−3
𝑅 + 𝑢−1

𝑒 𝑥2𝑖−1
𝑅 + 𝑢1

𝑒𝑥2𝑖+1
𝑅 + 𝑢3

𝑒𝑥2𝑖+3
𝑅     (1) 

𝐮𝐪
𝐞(𝑞 = −3,−1,1,3) is calculated by solving the following linear regression problem: 

𝐗𝐪
𝐞 ∗ 𝐮𝐪

𝐞 = 𝐲𝐪
𝐞  (2) 

If N is even, 

 

𝐗𝐪
𝐞 =

[
 
 
 
 
 
𝑥1

𝑅     𝑥3
𝑅         𝑥5

𝑅     𝑥7
𝑅     

𝑥3
𝑅     𝑥5

𝑅         𝑥7
𝑅     𝑥9

𝑅     
 ⋮      ⋮             ⋮        ⋮     

𝑥2𝑖−3
𝑅 𝑥2𝑖−1

𝑅      𝑥2𝑖+1
𝑅 𝑥2𝑖+3

𝑅

 ⋮      ⋮             ⋮        ⋮     
𝑥𝑁−7

𝑅 𝑥𝑁−5
𝑅      𝑥𝑁−3

𝑅 𝑥𝑁−1
𝑅 ]

 
 
 
 
 

    (3) 

𝐲𝐪
𝐞 = [𝑥4

𝑅 𝑥6
𝑅 ⋯     𝑥2𝑖

𝑅 ⋯ 𝑥𝑁−4
𝑅 ]   (4) 

If N is odd, 

𝐗𝐪
𝐞 =

[
 
 
 
 
 
𝑥1

𝑅     𝑥3
𝑅         𝑥5

𝑅     𝑥7
𝑅     

𝑥3
𝑅     𝑥5

𝑅         𝑥7
𝑅     𝑥9

𝑅     
 ⋮      ⋮             ⋮        ⋮     

𝑥2𝑖−3
𝑅 𝑥2𝑖−1

𝑅      𝑥2𝑖+1
𝑅 𝑥2𝑖+3

𝑅

 ⋮      ⋮             ⋮        ⋮     
𝑥𝑁−6

𝑅 𝑥𝑁−4
𝑅      𝑥𝑁−2

𝑅 𝑥𝑁
𝑅 ]

 
 
 
 
 

   (5) 

𝐲𝐪
𝐞 = [𝑥4

𝑅 𝑥6
𝑅 ⋯     𝑥2𝑖

𝑅 ⋯ 𝑥𝑁−3
𝑅 ]  (6) 

With the least squares method, we can get  

𝐮𝐪
𝐞 = (𝐗𝐪

𝐞 ′𝐗𝐪
𝐞 + 𝐰)−1𝐗𝐪

𝐞 ′𝐲𝐪
𝐞  (7) 

where 𝐰 is a regular item to avoid NAN (not a number) problem. The value of 𝐰 is 

also a factor that affects the accuracy of prediction model. According to lots of 

experiments, we can define an empirical value for 𝐰: 

{
𝐰 = 𝑑𝑖𝑎𝑔(𝐈)

𝐈 = [1𝑒 − 5  1𝑒 − 5  1𝑒 − 5  1𝑒 − 5  1𝑒 − 5]
  (8) 



In the second round, we embed in the PEs of the odd set. Note that, in this round, 

the samples in the even set has been modified. The present sample  𝑥2𝑖+1
𝑅  is predicted 

as 

�̃�2𝑖+1
𝑅 = 𝑢−3

𝑜 �̂�2𝑖−2
𝑅 + 𝑢−1

𝑜 �̂�2𝑖
𝑅 + 𝑢1

𝑜�̂�2𝑖+2
𝑅 + 𝑢3

𝑜�̂�2𝑖+4
𝑅   (9) 

where  �̂�2𝑖−2
𝑅 ,  �̂�2𝑖

𝑅 ,  �̂�2𝑖+2
𝑅 ,  �̂�2𝑖+4

𝑅  are the modified samples. The coefficients 𝐮𝐪
𝐨(𝑞 =

−3,−1,1,3) is calculated by solving the following linear regression problem 

𝐗𝐪
𝐨 ∗ 𝐮𝐪

𝐨 = 𝐲𝐪
𝐨  (10) 

If N is even, 

𝐗𝐪
𝐨 =

[
 
 
 
 
 
�̂�2

𝑅     �̂�4
𝑅         �̂�6

𝑅    �̂�8
𝑅     

�̂�4
𝑅    �̂�6

𝑅         �̂�8
𝑅    �̂�10

𝑅     
 ⋮      ⋮             ⋮        ⋮     
�̂�2𝑖−2

𝑅 �̂�2𝑖
𝑅      �̂�2𝑖+2

𝑅 �̂�2𝑖+4
𝑅

 ⋮      ⋮             ⋮        ⋮     
�̂�𝑁−6

𝑅 �̂�𝑁−4
𝑅      �̂�𝑁−2

𝑅 �̂�𝑁
𝑅 ]

 
 
 
 
 

    (11) 

𝐲𝐪
𝐨 = [𝑥5

𝑅 𝑥7
𝑅 ⋯     𝑥2𝑖+1

𝑅 ⋯ 𝑥𝑁−3
𝑅 ] (12) 

If N is odd, 

𝐗𝐪
𝐨 =

[
 
 
 
 
 

�̂�2    �̂�4         �̂�6    �̂�8    
�̂�4    �̂�6         �̂�8    �̂�10    
 ⋮      ⋮             ⋮        ⋮     
�̂�2𝑖−2 �̂�2𝑖     �̂�2𝑖+2 �̂�2𝑖+4

 ⋮      ⋮             ⋮        ⋮     
�̂�𝑁−7 �̂�𝑁−5     �̂�𝑁−3 �̂�𝑁−1]

 
 
 
 
 

    (13) 

𝐲𝐪
𝐨 = [𝑥5

𝑅 𝑥7
𝑅 ⋯     𝑥2𝑖+1

𝑅 ⋯ 𝑥𝑁−4
𝑅 ] (14) 

With the least squares method, we can get 

𝐮𝐪
𝐨 = (𝐗𝐪

𝐨′𝐗𝐪
𝐨 + 𝐰)−1𝐗𝐪

𝐨′𝐲𝐪
𝐨  (15) 

2.2 Embedding procedure 

Through the prediction model, we can get the prediction error calculated as 

𝑒𝑖
𝑅 = �̃�𝑖

𝑅 − 𝑥𝑖
𝑅  (16) 

According to 𝑒𝑖
𝑅, we embed the watermark bit 𝑏 into the right channel of the stereo 

audio M as follows : 

�̂�𝑖
𝑅 = {

2𝑒𝑖
𝑅 + 𝑏 ,        𝑖𝑓 𝑒𝑖

𝑅 ∈ [−𝑡, 𝑡]

𝑒𝑖
𝑅 + 𝑡 + 1 ,      𝑖𝑓 𝑒𝑖

𝑅 ∈ (−𝑡,+∞)

𝑒𝑖
𝑅 − 𝑡,      𝑖𝑓 𝑒𝑖

𝑅 ∈ (−∞,−𝑡)

   (17) 

𝑏 ∈ {0,1} represents the watermark bit, 𝑡 is a threshold deciding the capacity. 

Adding the modified error �̂�𝑖
𝑅 to the current sample, we can get the marked signal: 

�̂�𝑖
𝑅 = 𝑥𝑖

𝑅 + �̂�𝑖
𝑅  (18) 

2.3 Extraction and restoration procedure 

We can extract the watermark bit 𝑏 as 



𝑏 = �̂�𝑖
𝑅𝑚𝑜𝑑2     �̂�𝑖

𝑅 ∈ [−2𝑡, 2𝑡 + 1]  (19) 

To restore the cover signal, it is necessary to recover the original prediction error 

firstly as: 

𝑒𝑖
𝑅 = {

⌊�̂�𝑖
𝑅/2⌋ ,        𝑖𝑓 �̂�𝑖

𝑅 ∈ [−2𝑡, 2𝑡)

�̂�𝑖
𝑅 − 𝑡 − 1 ,      𝑖𝑓 �̂�𝑖

𝑅 ∈ (2𝑡, +∞)

�̂�𝑖
𝑅 + 𝑡,      𝑖𝑓 �̂�𝑖

𝑅 ∈ (−∞,−2𝑡)

  (20) 

and we can restore the original sample as: 

𝑥𝑖
𝑅 = �̂�𝑖

𝑅 + 𝑒𝑖
𝑅   (21) 

 

3. IMPROVED METHOD WITH INTER-CHANNEL CORRELATION 

We then propose an improved method that applies to stereo audio referring to the basic 

method. 

Previous work [25]-[28] show that efficiently exploiting correlation can increase 

message embedding capacity in the area of reversible watermarking. There is a strong 

correlation between two channels in most stereo audio files. In this section, we propose 

a RDH method on stereo audio by using such correlation. The overview of the proposed 

method is shown in Fig.2. 

We will embed data into the right channel. First, we locate smooth regions of the 

right channel with inter-channel prediction. And then, in such smooth regions, we 

generate prediction error (PE) by intra-channel prediction. Finally, watermark is 

reversibly embedded by modifying the histogram of the PEs. 

 
Fig.2 Framework of the reversible watermarking scheme 

3.1 Correlation between two channels 

We first analyze the correlation of inter channel in stereo audio. We calculate the 

correlation coefficient of ten stereo audio clips selected in database [37] randomly with 

Eq. (22). 

𝑞 =
∑𝐗𝐘−

∑𝐗∑𝐘

𝑁

√(∑𝐗2−
(∑𝐗)2

𝑁
)(∑𝐘2−

(∑𝐘)2

𝑁
)

  (22) 

where 𝐗 is the left channel signal and 𝐘 is the right channel. 𝑁 is the length of the 

stereo audio. The correlation coefficients are listed in Table 1, which shows strong 

correlation between the two channels in most audio clips. 



3.2 Prediction model in left channel 

In Fig.3, the length of the left channel signal of the stereo audio M is 𝑁 and 𝑥𝑖
𝐿 is 

an integer. 

 

Fig.3 The left channel of audio M 
The left channel is just predicted to select the smooth regions in the right channel. 

There is no message will be embedded in the left channel. 

Usually, 𝑥𝑖
𝐿′s has strong local correlation with the context. So the local adjacent 

points {𝑥𝑖−𝑘
𝐿 … 𝑥𝑖−3

𝐿 , 𝑥𝑖−2
𝐿 , 𝑥𝑖−1

𝐿 , 𝑥𝑖+1
𝐿 , 𝑥𝑖+2

𝐿 , 𝑥𝑖+3
𝐿 … 𝑥𝑖+𝑘

𝐿 }  can be used to predict 𝑥𝑖
𝐿 . 

The prediction value �̃�𝑖
𝐿 is given by (23): 

�̃�𝑖
𝐿 = ∑ 𝑣𝑝𝑥𝑖−𝑝

𝐿−1
𝑝=−𝑘 + ∑ 𝑣𝑝𝑥𝑖−𝑝

𝐿𝑘
𝑝=1   (23) 

 

Table.1 Correlation coefficient of ten audio clips 

 

where 𝑣𝑝′s are the prediction coefficients. In the prediction model, let 𝑘 = 3, that 

means a sample point is estimated by the past three samples and the future three samples. 

The difference between predicted value �̃�𝑖
𝐿 and actual value 𝑥𝑖

𝐿 is calculated as: 

𝑒𝑖
𝐿 = �̃�𝑖

𝐿 − 𝑥𝑖
𝐿  (24) 

We use the least squares regression method to get the best prediction coefficient 

𝐯𝐩(𝑝 = −3, −2,−1,1,2,3) such that  

𝐗𝐩 ∗ 𝐯𝐩 = 𝐲𝐩  (25) 

where 𝐗𝐩 is a 3×6 matrix 

𝐗𝐩 = [

�̃�𝑖−4
𝐿 �̃�𝑖−3

𝐿 �̃�𝑖−2
𝐿

�̃�𝑖−3
𝐿 �̃�𝑖−2

𝐿 �̃�𝑖−1
𝐿

�̃�𝑖−2
𝐿 �̃�𝑖−1

𝐿 �̅�𝑖
𝐿

    

�̅�𝑖
𝐿 𝑥𝑖+1

𝐿 𝑥𝑖+2
𝐿

𝑥𝑖+1
𝐿 𝑥𝑖+2

𝐿 𝑥𝑖+3
𝐿

𝑥𝑖+2
𝐿 𝑥𝑖+3

𝐿 𝑥𝑖+4
𝐿

]  (26) 

and 𝐯𝐩 = [𝑣−1 𝑣−2 𝑣−3    𝑣1 𝑣2 𝑣3]′, 𝐲𝐩 = [�̃�𝑖−1
𝐿 �̅�𝑖

𝐿 𝑥𝑖+1
𝐿 ]′. 



We use the approximate value �̅�𝑖
𝐿 to replace 𝑥𝑖

𝐿 as shown in (27) so that the data 

can be lossless recovered at the receiver side 

�̅�𝑖
𝐿 = (�̃�𝑖−1

𝐿 + 𝑥𝑖+1
𝐿 )/2  (27) 

According to the least-square method, the best prediction coefficients are given by 

𝐯𝐩 = (𝐗𝐩
′ 𝐗𝐩 + 𝐰)−1𝐗𝐩

′ 𝐲𝐩  (28) 

3.3 Payload assignment 

We adaptively assign the payloads according to the degree of smoothness of the right 

channel, which is estimated by the information from the left channel. With the method 

described in Subsection prediction model in left channel , we can get the PEs of the left 

channel such that 

𝐸 = (𝑒1
𝐿 , 𝑒2

𝐿 , 𝑒3
𝐿 , 𝑒4

𝐿 , … , 𝑒𝑁
𝐿 )  (29) 

We define the set of the smooth samples in the right channel as 

𝑆𝑅 = {𝑥𝑖
𝑅    |   |𝑒𝑖

𝐿| < 𝑡𝑟}  (30) 

where tr is a threshold and we select tr as an integer. The set of 𝑆𝑅 is then divided into 

a series of subsets according to the degrees of smoothness such that 

𝑙𝑗
𝑅 = {𝑥𝑖

𝑅    | 𝑗 − 1 ≤   |𝑒𝑖
𝐿| < 𝑗}  1 ≤ 𝑗 ≤ 𝑡𝑟   (31) 

the set of 𝑆𝑅 can be represented equally as  

𝑆𝑅 = (𝑙1
𝑅 , 𝑙2

𝑅 , 𝑙3
𝑅 , … , 𝑙𝑗

𝑅 , … , 𝑙𝑡𝑟
𝑅 )  (32) 

Then, we use a randomly generated message to do a tentative embedding in each 

subset 𝑙𝑗
𝑅  using the basic method in single channel, by which we can estimate the 

capacity 𝑐𝑗 and corresponding distortion 𝑑𝑗 of the subset 𝑙𝑗
𝑅. The 𝑐𝑗 is the number 

of embeddable watermark bits, and 𝑑𝑗 is calculated as (33). 

𝑑𝑗 =
∑ (�̂�𝑖

𝑅−𝑥𝑖
𝑅)2𝑁

𝑖=1

∑ (𝑥𝑖
𝑅)2𝑁

𝑖=1

 , (33) 

where 𝑥𝑖
𝑅 ∊ 𝑙𝑗

𝑅, and �̂�𝑖
𝑅 is the sample after tentative embedding. With such method, 

we get the estimated capacity in each subset denoted as 

𝐶𝑅 = （𝑐1, 𝑐2, 𝑐3, … 𝑐𝑗 , … , 𝑐𝑡𝑟）, (34) 

and the corresponding distortion set denoted as 

𝐷𝑅 = （𝑑1, 𝑑2, 𝑑3, … 𝑑𝑗 , … , 𝑑𝑡𝑟）. (35) 

For a given message length 𝐶, partial sample subsets are enough for accommodate 

the message. To get the optimal combination of subsets for 𝐶, we solve the following 

0-1 programming problem. 

{
𝑚𝑖𝑛𝑖𝑚𝑖𝑧𝑒      ∑ ℎ𝑗 ∗ 𝑑𝑗

𝑡𝑟
𝑗=1

𝑠𝑢𝑏𝑗𝑒𝑐𝑡 𝑡𝑜 ∑ ℎ𝑗 ∗ 𝑐𝑗
𝑡𝑟
𝑗=1 ≥ 𝐶

      ℎ𝑗 ∈ {0,1}  (36) 



The optimal solution is denoted as 

𝑆𝑜
𝑅 = (𝑙𝑜1

𝑅 , 𝑙𝑜2
𝑅 , … , 𝑙𝑜ℎ

𝑅 )  (0 < 𝑜1 < 𝑜2 < ⋯ < 𝑜ℎ ≤ 𝑡𝑟)   (37) 

Finally, with the basic method in single channel, we embed message into 𝑆𝑜
𝑅 in turn 

according to the location in the right of audio M. 

 

 

3.4 Embedding procedure 

There are some auxiliary information should be embedded into the cover audio (the 

right channel of audio M) for extraction and restoration. The parameters 𝑡, 𝑆𝑜
𝑅, 𝑢𝑞

𝑒  

and 𝑢𝑞
𝑜 are necessary to be embedded. The required space is calculated as follows. 

1) Usually, 0 < 𝑡 <15 is enough for the method, and it needs 4 bits. 

2) 𝑆𝑜
𝑅 = (𝑙𝑜1

𝑅 , 𝑙𝑜2
𝑅 , … , 𝑙𝑜ℎ

𝑅 )  (0 < 𝑜1 < 𝑜2 < ⋯ < 𝑜ℎ ≤ 𝑡𝑟) . Usually 𝑡𝑟 = 40 

is enough, and thus we use 40 bits to label which subset is chosed for 

embedding with the bit “1” represents selected subset. 

3) 𝑢𝑞
𝑒  and 𝑢𝑞

𝑜 are decimals range from -1 to 1, and they need 30 bits. 

The total size of the auxiliary information is 74 bits which occupies only a small amount 

of samples in audio M. To ensure adequate space, we use the last 80 samples in the 

right channel of audio M to embed the auxiliary information. 

The details of embedding procedure are stated as follows. 

Step1: Replace the LSBs of the last 80 samples in the right channel of audio M 

with parameters 𝑡, 𝑆𝑜
𝑅, 𝑢𝑞

𝑒  and 𝑢𝑞
𝑜, and then the LSBs will be reversibly embedded 

as part of the watermark message. 

Step2: Select the optimal embedding samples 𝑆𝑜
𝑅 in the right channel of audio M 

according to the prediction error in the left channel of audio M. 

Step3: For the selected samples 𝑆𝑜
𝑅 , we call the algorithm in Section 2 for 

embedding. 

3.5 Extraction and restoration procedure 

In the extracting procedure, our purpose is to get watermark message from the marked 

audio and restore the original audio. The details are stated as follows: 

Step1: Preprocess the marked audio. Read the last 80 samples in right channel to 

get threshold 𝑡 in (17), chosen region 𝑆𝑜
𝑅 in (37), coefficients 𝑢𝑞

𝑒  and 𝑢𝑞
𝑜. 

Step2: Calculate the prediction value of left channel and the prediction error 𝐸 =

(𝑒1
𝐿 , 𝑒2

𝐿 , 𝑒3
𝐿 , 𝑒4

𝐿 , … , 𝑒𝑁
𝐿 ). Determine the embedding region according to 𝑆𝑜

𝑅. 

Step3: Recover �̂�𝑖
𝑅 of right channel according to 𝑢𝑞

𝑒  and 𝑢𝑞
𝑜, first odd set, then 

even set . Extract 𝑤𝑎𝑡𝑒𝑟𝑚𝑎𝑟𝑘 and the LSB using (19) and restore the audio M′ using 

(21). 

Step4: Use the LSB to replace the last 80 samples in right channel to get original 

audio M. 

 

4. EXPERIMENTAL RESULTS 

In the testing, we get 4 audio files for example in audio database [37] to evaluate the 

performance of the proposed algorithm. Uniformly, all of the clips are standard stereo 

audio and the sampling frequency is 44.1k. We intercept 200000 audio points for the 



audio files in order to perform intuitively. Embedding capacity and audio distortion are 

two important criterions to be calculated. The embedding capacity is represented by the 

amount of data embedded in audio. And the signal to noise ratio (SNR) is used to 

measure the watermark distortion. 

SNR = 10lg (
∑ (�̂�𝑖

𝑅−𝑥𝑖
𝑅)

2𝑁
𝑖=1

∑ (𝑥𝑖
𝑅)2𝑁

𝑖=1

)  (38) 

We compare the proposed algorithm with three existing work in reversible audio data 

hiding algorithm [29], [35], [36] for clip 08, 16, 53, 70. Fig.4, 5, 6, 7 show the 

experimental performance of four algorithm on the example clips. 

 

Fig4. Distortion comparison for clip 08 

 

Fig5. Distortion comparison for clip 16 



 

 

Fig6. Distortion comparison for clip 53 

 

Fig7. Distortion comparison for clip 70 



 
Fig8. Average SNR for stereo audio database for different capacity 

Fig.8 shows the average SNR of 70 audio clips in database [37] for different 

capacity. The result of these methods are listed in Table 2. We can observe that the 

proposed method outperforms the existing work in reversible audio data hiding [29], 

[35], [36]. 

Table 2. Average SNR for stereo audio database [37] for different capacity 

Capacity×104 1 2 3 4 5 6 7 8 9 10 

Proposed 72.45 68.35 65.72 63.98 62.20 60.71 59.01 57.73 56.55 55.68 

Li et al.[29] 69.35 65.69 63.34 61.52 60.04 58.77 57.79 56.78 55.50 54.58 

Akira et al.[35] 63.69 59.60 57.24 54.14 51.25 49.37 47.67 45.90 44.31 42.88 

Xiang et al.[36] 63.55 60.55 57.65 55.36 53.14 51.25 49.50 47.44 45.90 44.21 

 

5. CONCLUSION 

In this paper, we proposed a reversible watermarking algorithm for stereo audio based 

on the inter-channel correlation. The message is only embedded into the right channel 

while the embedding regions are determined with the help of the smoothness degrees 

in the left channel. By exploring such inter-channel correlation, we can effectively 

avoid region that may introduce large modification costs. Experimental results illustrate 

that the proposed method achieves lower distortion than several traditional methods 

that use single audio channel. 
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