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ABSTRACT With the development of digital devices, the recording process has become increasingly
easier to conduct. However, the portability of the recording devices has also made recording difficult to
monitor. If private conversations are illegally recorded, it will cause serious secret-leakage events. Therefore,
it is imperative to prevent unauthorized recordings. Recent works have demonstrated that the nonlinearity
effect of microphones can be leveraged to interfere with microphone recording using ultrasounds. However,
an ultrasonic array has a limited jamming area. The design of an anti-recording system composed of multiple
ultrasonic arrays remains to be addressed. In this paper, a jamming system, JamSys, is presented to prevent
eavesdropping in a given region. We propose a new scheme composed of the angle coverage model and
the modified harmony search algorithm (MHSA) to optimize the deployment of ultrasonic arrays, which
achieves the maximum jamming area with the given number of arrays. In the simulation and experiments,
three different optimization algorithms, the MHSA, the genetic algorithm (GA), and the regular coverage
algorithm (RCA) are compared. The MHSA is demonstrated to provide the best results.

INDEX TERMS Privacy protection, anti-recording, microphones, ultrasounds, optimization algorithms.

I. INTRODUCTION
Electronic eavesdropping is a means of stealing important
information. Recording is a typical type of eavesdropping.
Due to the small size of recording devices, attackers can easily
record secret information in confidential meetings and private
conversations. Therefore, protecting confidential and private
activities from illegal recording is very important for personal
communication secrets, commercial trade, and even national
security.

The current protection methods can be categorized into
two broad categories: detection and jamming techniques. The
detection techniques rely on metal detectors or X-ray scan-
ners to detect electronic devices. However, such techniques
are unreasonable if electronic devices are not allowed in some
situations, such as cinemas. Some electronic devices, such as
laptops, cannot be blocked from being carried because they
may be used in meetings. The above drawbacks limit the use
of detection techniques.

The associate editor coordinating the review of this manuscript and
approving it for publication was Cristina Rottondi.

Many solutions based on jamming techniques have been
proposed in both industry and academia. In industry, some
companies have developed audio jammers based on white
noise [1], but these jammers will produce audible noise,
which is intolerable in conversations and live concerts.
In academia, Kune et al. [2] used electromagnetic interfer-
ence (EMI) signal injection to attack analog sensors. Then,
Wu et al. [3] prevented unauthorized audio recording by uti-
lizing the principle of EMI injection. However, this approach
can cause pacemakers to stop operating and threaten people’s
lives [2]. In addition, EMI may seriously influence the oper-
ation of other electronic devices.

To solve the above problems, the more recent work [4]
leveraged ultrasounds and white noise to jam recordings.
Roy et al. [5] proposed an ultrasonic jamming technique
called BackDoor. In BackDoor, by utilizing the nonlinearity
of microphones, noise can be injected into microphones over
ultrasounds. This means that the designed ultrasonic noise
signals can be recorded by microphones, but people cannot
hear them. As long as the amplitude of noise is greater than
that of people’s voice, recording devices can only record
noise, and people’s voice can hardly be recognized.
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TABLE 1. Comparison of ultrasonic-based methods and other
anti-recording methods.

In Table 1, we compare the differences of three jam-
ming methods. As shown, ultrasonic-based methods have the
characteristics of inaudibility and low harmfulness when
compared to other methods. However, the existing ultrasonic-
based method [5] only uses two ultrasonic arrays, which can
only cover limited directions and areas. In this paper, to jam
all directions, we propose a jamming system named JamSys,
which is composed of multiple arrays.

There are two key problems behind this ultrasonic jamming
system:

1) How can the maximum jamming area with a given
number of ultrasonic arrays be achieved? This ques-
tion can be known as a coverage problem. Coverage
is one of the crucial issues for the quality of service
in wireless sensor networks (WSN) [6], which refers
to the ability to detect events occurring in the moni-
tored entity [7]. The coverage problem is to determine
a minimum number of sensors to achieve maximum
coverage [8]. This inspires us to solve the coverage
problem using the model in WSN. A simple coverage
model assumes that a sensor is able to cover a point if the
distance between them is less than a radius in WSN [9].
However, traditional coverage models are not applica-
ble to the ultrasonic coverage problem because of the
directionality of ultrasounds. Therefore, a new coverage
model called the angle coverage model is proposed to
calculate the coverage.

2)What are the optimal locations to place these arrays?
The angle coverage model can also be considered as
an optimization problem. The optimized target is the
coverage. The solution vector is the optimal location
of all ultrasonic arrays. In the present paper, to solve
the angle coverage model, a modified harmony search
algorithm is proposed.

The simulation and experimental results verify the effec-
tiveness of JamSys.

In summary, our core contributions are listed as follows.
1) We pioneer the design of a jamming system JamSys,
which prevents unauthorized recording in a given region
by taking advantage of multiple ultrasonic arrays.

2) To solve the ultrasonic coverage problem, we present a
new angle coverage model and the modified harmony
search algorithm.

3) Multiple recording devices have been tested in experi-
ments and demonstrate the effectiveness of JamSys.

The subsequent sections are organized as follows.
In Section II, we briefly review inaudible voice command
attacks, the principle of ultrasonic jamming, and methods to
optimize coverage in WSN. Then, we present and analyze

FIGURE 1. The processing flow of a microphone system.

the angle coverage model in Section III. Section IV details
the modified harmony search algorithm to solve the angle
coverage model. The simulation and experimental results are
discussed in Section V. Finally, we draw the conclusion and
discuss future work in Section VI.

II. RELATED WORK
A. INAUDIBLE VOICE ATTACKS
Inaudible voice command attacks have been widely
researched [10]–[12]. Song and Mittal [11] showed that an
adversary can exploit the microphone’s nonlinearity and play
well-designed inaudible ultrasounds. Then, the microphone
will record normal voice commands, which are hidden in the
ultrasounds, and thus, the adversary can control the victim
device inconspicuously. BackDoor [5] is the first system to
jam recording by exploiting nonlinearities in microphone
hardware.

We will introduce the principle of inaudible voice attacks
in this subsection. A microphone system is composed of a
microphone, an amplifier, a low-pass filter (LPF), and an
analog-to-digital converter (ADC), as shown in Fig. 1. The
cutoff frequency of the LPF is generally 24 kHz; thus, all
signals higher than 24 kHz will be filtered by the LPF.

To understand how inaudible voice command attacks work,
we model the nonlinearity of the microphone system as
follows. The input ultrasonic sound can simply be denoted
by Sin, and the output signals of the amplifier and the LPF
can be denoted as Samp and Sout , respectively, as illustrated
in Fig. 1. Due to the nonlinear phenomena of the amplifier in
the microphone system, Samp can be modeled as follows:

Samp =
∞∑
i=1

(
AiS iin

)
= A1Sin + A2S2in + A3S

3
in + · · · (1)

where the third and higher order terms can be ignored because
they are weak.

Hence, Eq. (1) can be simply expressed as:

Samp = A1Sin + A2S2in (2)

Next, we show the inaudible voice command attacks. For
instance, we assume that Sin is composed of two inaudible
ultrasonic sounds, i.e., Sin = cos (2π f1t)+cos (2π f2t), where
f1 = 45 kHz and f2 = 40 kHz.

After passing through the amplifier, Samp can be expressed
as follows:

Samp = A1Sin + A2S2in
= A1 [cos (2π f1t)+ cos (2π f2t)]

+A2 [cos (2π f1t)+ cos (2π f2t)]2

= A1 [cos (2π f1t)+cos (2π f2t)]+ A2 cos2 (2π f1t)

+A2 cos2 (2π f2t)+2A2 cos (2π f1t) cos (2π f2t) (3)
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Due to the LPF, A1Sin will be filtered. Therefore, only
the quadratic term A2S2in will remain. We expand this term
(omitting amplitude A2) as follows:

S2in =
1
2
[1+ cos (4π f1t)]+

1
2
[1+ cos (4π f2t)]

+ cos (2π (f1 + f2) t)+ cos (2π (f1 − f2) t) (4)

where f1 − f2 = 5 kHz < 24 kHz. This means that only
cos (2π (f1 − f2) t) will remain after the LPF. Other terms lie
out of the cutoff of the LPF and will be filtered. Therefore,
Sout can be represented as

Sout = cos (2π (f1 − f2) t) (5)

Hence, a new frequency has been recorded by the micro-
phone, but remains inaudible to humans.

B. THE PRINCIPLE OF ULTRASONIC JAMMING
The principle of ultrasonic jamming is similar to inaudible
voice attacks. BackDoor [5] has demonstrated that frequency
modulation (FM) is more suitable for carrying signals than
amplitude modulation (AM) and phase modulation (PM),
so FM modulated signals are adopted to jam the spy micro-
phones in this paper. We assume that cos (2π fmt) is the
message signal and its frequency is fm. Then, the message
signal is modulated by FM:

Sfm = cos
(
2π fc1 t + A0 sin (2π fmt)

)
(6)

where fc1 ≥ 24 kHz is the frequency of an ultrasonic carrier.
The phase of the FM signal, namely sin (2π fmt), is the inte-
gral of the message signal [5].
Sfm is transmitted by an ultrasonic transducer. Another

transducer transmits cos
(
2π fc2 t

)
over the air, where

fc2 ≥ 24kHz. Therefore, Sin can be represented as

Sin = Sfm + cos(2π fc2 t))

= cos
(
2π fc1 t + A0 sin (2π fmt)

)
+ cos

(
2π fc2 t

)
(7)

Then, according to Eq. (2), Samp is composed of A1Sin
and A2S2in. Because of the LPF, frequency components above
24 kHz will be removed. Therefore, A1Sin will be filtered out
by the LPF. The second order term (omitting amplitude A2)
can be calculated as follows:

S2in = cos2
(
2π fc1 t + A0 sin (2π fmt)

)
+ cos2

(
2π fc2 t

)
+ 2 cos

(
2π fc1 t + A0 sin (2π fmt)

)
cos

(
2π fc2 t

)
(8)

Then, we expend Eq. (8).

S2in=
1+cos

(
4π fc1 t+2A0 sin (2π fmt)

)
2

+
1+ cos

(
4π fc2 t

)
2

+ cos
(
2π fc1 t + 2π fc2 t + A0 sin (2π fmt)

)
+ cos

(
2π fc1 t − 2π fc2 t + A0 sin (2π fmt)

)
(9)

If
∣∣fc1 − fc2 ∣∣ ≤ 24kHz, the only remaining term is

cos
(
2π fc1 t − 2π fc2 t + A0 sin (2π fmt)

)
after the LPF, and

the other terms will also be cut off with A1Sin. Therefore,
Sout = cos

(
2π fc1 t − 2π fc2 t + A0 sin (2π fmt)

)
. Then,

FIGURE 2. The illustration of the traditional directional coverage model.

Sout will be processed by the ADC and recorded by the
microphone system.

Therefore, the ultrasonic signal carrying messages can be
recorded by the spymicrophone but remains inaudible to peo-
ple. If the message signal is white noise, Sin will be recorded
by a microphone and interfere with recording. To ensure that
the noise generated by ultrasounds can cover people’s voice,
a number of ultrasonic transducers need to be used to form
ultrasonic arrays.

C. COVERAGE MODELS
There are two types of coverage models. One typical type of
model is the omnidirectional model, where the angle argu-
ment is not included in the coverage function [13]. Another
coverage model is called the directional coverage model,
which is used to calculate the sensing coverage of directional
sensor networks. Directional sensors mainly include video
sensors, infrared sensors, and ultrasound sensors [14]. The
directional sensor has a finite angle of view and thus can-
not sense the whole circular region [15]. Similar to [16],
the traditional directional coverage model can be formulated
as follows:

C (x, y) =

{
1, if (x, y) ∈ 0
0, otherwise

(10)

where 0 is the sensing range of the directional sensors.
C(x, y) measures whether a point (x, y) can be covered by
sensors.

For instance, as shown in Fig. 2, a camera A has a finite
angle of view. 0 is denoted by the sector area. If the coordi-
nates of the point T are (x0, y0), C(x0, y0) = 1 because T is
in the sector area.

However, the above directional coverage models cannot
address the problem of jamming recordings. For instance,
we assume that A is an ultrasonic array sending jamming
signals, as shown in Fig. 2. The primary microphones of
phones are located at the bottom of the phones. Hence, phone
(a) is facing A, but phone (b) is not. Due to the directional
property of ultrasounds, ultrasonic signals can be recorded
by phone (a), but the signals recorded by the phone (b) are
weak. This means that when recording, only phone (a) will
be jammed, for phones (a) and (b). Therefore, the previously
mentioned directional coverage model does not work when
solving the ultrasonic coverage problem, and we need a new
coverage model that takes the orientations of microphones
into account.
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FIGURE 3. An ultrasonic array for jamming. (a) The front view. (b) The
side view.

D. OPTIMIZATION ALGORITHMS
Approaches that have been studied to solve coverage models
in WSN can be classified as the Voronoi diagram [17], virtual
potential-field [18] and optimization techniques. The first two
methods are not suitable for solving the ultrasonic coverage
problem, so we focus on optimization algorithms. Optimiza-
tion techniques can be divided into the genetic algorithm
(GA) [19] and the harmony search algorithm (HSA) [20].

Wang et al. [19] discussed the priority-based target cov-
erage problem. They aimed to select a minimum subset of
directional sensors that can monitor all targets to satisfy the
prescribed priorities. First, the priority-based target cover-
age model and the objective function are formulated. Then,
by executing the genetic algorithm, the minimum subset of
sensors is calculated. In [20], the harmony search algorithm
was used to solve the sensing model. At each iteration, new
solution vectors are evaluated by the sensing model and
replace the worst solution. This process is repeated until the
maximum iteration is reached.

III. PROPOSED ANGLE COVERAGE MODEL
A. PRELIMINARIES
Before the angle coverage model is proposed, preliminar-
ies are given. These preliminaries consist of the definitions
of ultrasonic arrays, the jamming region, and the working
region. All the notations are defined in Table 2.

Ultrasonic arrays. Figs. 3(a)-(b) show the front and side
views of an ultrasonic array, respectively. Every ultrasonic
array is composed of 16 ultrasonic transducers [21], which
are arranged in a 4 × 4 array. The row and column spac-
ings are 2.5cm and 3.5cm, respectively, and the total size is
15cm× 10cm.
θarray is the inclination angle of an ultrasonic array, and

Harray denotes the height between the bottom of the array
and the plane. An ultrasonic array is denoted as Ai, 1 ≤
i ≤ N , where N is the number of arrays. The location of
Ai can be uniquely represented as a 3-tuple Li (xi, yi, αi) ,
1 ≤ i ≤ N ,−180◦ < αi ≤ 180◦, where αi is the rotation
angle of Ai in the X-O-Y plane, as shown in Fig. 4.

The ultrasonic signals sent from Ai can jam microphones
in some areas.We simply define the area where the phone can
be jammed byAi asAicover . Amore precise definition ofAicover

TABLE 2. Parameter definitions.

will be given in Section III-C. The covered region surrounded
by solid lines is simply used to estimate the shape of Aicover
in Fig. 4. In addition, Aicover is symmetrical about a line, and
the angle between the line and the X-axis is αi. For example,
in Fig. 4, αi = 60◦, and the covered region is symmetrical
about AiC3.
The area of Aicover is related to θarray ∈ [0◦, 90◦],

Harray ≥ 0, and the power of the signals. To simplify the
problem, we assume that θarray, Harray and the transmitted
power of every array are the same, so that the shape of Aicover
of every array are the same.

Similar to BackDoor [5], multiple ultrasonic transducers
are used to boost the jamming power level of an array.
However, ultrasounds with the same frequency may induce
constructive and destructive interference. If the microphone
is placed at some points in Aicover , it may not be jammed.
To simplify the problem, the interference of ultrasounds will
not be considered in the present paper. The rationality lies
in that only a small region in Acover may not be jammed
because of destructive interference, when determining Acover
in Section V-B.

Jamming region. We suppose that the jamming region is
aW ×H rectangular area, which is shown as the dashed box
in Fig. 4. Our purpose is to jam the recording device placed
in the jamming region in all directions.

Working region. The width and height of the working
region are W0 and H0, respectively, as presented in Fig. 4.
In practice, the working region can be a meeting room or a
table. Every array is limited to be deployed on the four edges
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FIGURE 4. The deployment of the phones.

of the working region. Therefore, the location of every array
can be represented as{
Li(xi, yi, αi)|(0≤xi≤W0, yi=0)or(0≤xi≤W0, yi=H0)or

(xi=0, 0≤yi≤H0) or (xi=W0, 0 ≤ yi ≤ H0)
}

(11)

where 1 ≤ i ≤ N and −180◦ < αi ≤ 180◦.
I0 is defined as the interval between the working region and

the jamming region, as shown in Fig. 4. I0 is set because the
distance between Ai and Aicover exists ifHarray 6= 0. When the
working region is large and the jamming distance of A is far,
I0 can be ignored.

B. ASSUMPTIONS
To solve the ultrasonic coverage problem, some assumptions
need to be made.
1) We consider jamming in a 2D plane in this paper. The

rationality of this assumption lies in two aspects. First,
one of the typical applications of JamSys is to jam the
recording devices placed on conference tables. A table
can be abstracted as a 2D plane. Second, due to the high
complexity of the 3D coverage model, most existing
works focus on the simplified 2D coverage model in
WSN [18]. Similarly, we focus on the 2D model in this
paper and will subsequently extend the model to the 3D
scene in the future.

2) Roy et al. [12] demonstrated that inaudible voice com-
mand attacks can achieve an approximately 7.6m range.
Therefore, it is possible for JamSys to reach room-level
coverage. To reduce the complexity of the experiments,
we assume that W0 and H0 are approximately 1m.
By controlling the power, the furthest jamming range of
Ai is set to approximately

√
W 2 + H2, namely, the diag-

onal length of the jamming region. According to the
above assumption, we can judge the effectiveness of
the proposed coverage model and algorithm with low
complexity.

3) The most common recording devices are smartphones.
Therefore, we mainly prevent unauthorized recordings

by smartphones. The jamming effect of other recording
devices will also be tested in experiments.

C. PROPOSED ANGLE COVERAGE MODEL
Generally, the primary and secondary microphones of a
phone are located at the bottom and top of the phone sepa-
rately.We denote them asPHbottom andPHtop, as shown in the
right part of Fig. 4. When a microphone is recording, the pri-
mary microphone mainly works. Next, some definitions are
given.

The rotation angle of a phone is denoted as β. β is the
angle between PHbottomPHtop and the X-axis. For example,
for phone (b), β = 70◦ in Fig. 4. The position of a phone can
be represented as a 3-tuple P (x, y, β) , I0 ≤ x ≤ I0 + W ,
I0 ≤ y ≤ I0 + H ,−180◦ < β ≤ 180◦, where (x, y) is the
location of PHbottom, namely, the bottom of the phone.

In addition, we define the array rotation angle γ (x, y,Ai)
as the angle between AiE and AiC , where C is a point
on the plane and (x, y) is any point on the line AiC . For
instance, in Fig. 4, 6 CkAiE, 1 ≤ k ≤ 5 can be represented
as γ (x, y,Ai). In a special case, γ (x, y,Ai) is equal to β
when PHtop, PHbottom, and Ai are aligned, and the primary
microphone of the phone is facing Ai. For example, phone
(b) is placed on the gray dash-dotted line AiC2 and facing Ai,
so that γ (x2, y2,Ai) = β = 6 C2AiE = 70◦, where (x2, y2)
is any point on the line AiC2. Note that in the following paper,
(x, y) is the location of PHbottom, i.e., the center point of the
bottom of the phone.

If the microphone is not placed toward the array, the ultra-
sonic jamming signals may not be recorded by the phone.
Hence, we define D (x, y) ∈ [0◦, 180◦] as the allow-
able deviation angle of a phone at (x, y). For example,
in Fig. 4, it is assumed that phone (a) is located at (x0, y0, γ0),
so γ

(
x0, y0,Aj

)
= γ0. D (x0, y0) is denoted as D0. Then,

we define that all the positions of a phone that meet P(x0, y0,
γ0−D0 ≤ β ≤ γ0+D0) can be jammed. In the experiments,
we rotate the phone to determine D (x, y).

However, D (x, y) varies slightly when (x, y) is different.
We define Dmax ∈ [0◦, 180◦] as the maximum allowable
deviation angle of a phone for the given θarray and Harray.
Dmax is the average value of Ndmax points, i.e., D (xk , yk),
1 ≤ k ≤ Ndmax .

Dmax =
1

Ndmax

Ndmax∑
k=1

D (xk , yk) (12)

To simplify the problem, we assume that for one phone,
the allowable deviation angle of every point is the same,
which is denoted as Dmax .
Therefore,Aicover can be precisely defined as the areawhere

for every point (x, y), the phone can be jammed by Ai when
β ∈ [γ (x, y,Ai)− Dmax , γ (x, y,Ai)+ Dmax].
When θarray and Harray are given, Dmax is a fixed value

for a given phone. Additionally, every phone has its Dmax .
Specifically, if Dmax = 180◦ and the phone is placed in
Aicover , the phone can be jammed in all directions.
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Finally, the angle coverage model is proposed. Given a
point (x, y) in the jamming region, we define Fi (x, y) to
depict the range of jamming angles of Ai at (x, y).

Fi (x, y) =


[γ (x, y,Ai)−Dmax , γ (x, y,Ai)+Dmax] ,

if (x, y) ∈ Aicover
∅,

otherwise

(13)

where I0 ≤ x ≤ I0 + W , I0 ≤ y ≤ I0 + H and 1 ≤ i ≤ N .
If (x, y) is out of the Aicover of Ai, Fi (x, y) = ∅.

For example, in Fig. 4, AiC1 and AiC5 are tangent to Aicover .
Therefore, γ (x, y,Ai) ∈ [30◦, 90◦]. For every point on AiC4,
Fi (x, y) = [50◦ − Dmax , 50◦ + Dmax], if (x, y) is in Aicover .
Viewed from the point (x, y) in the jamming region, it is

desirable that a point (x, y) is jammed in all directions.
We assume that (x, y) is in the Acover of n arrays, 0 ≤ n ≤ N .
All of the n arrays have a jamming range of angles at (x, y).
If the union of the range of whole n arrays at (x, y) can cover
(−180◦, 180◦], the phone will be jammed at (x, y).

Therefore, when the jamming region is denoted as a
two-dimensional matrix C, the angle coverage model can be
represented as follows:

C(x, y)=

{
1, if (−180◦, 180◦]⊆

(⋃N
i=1 Fi (x, y)

)
0, otherwise

(14)

where I0 ≤ x ≤ I0 + W , I0 ≤ y ≤ I0 + H . If C(x, y) = 1,
the phone will be jammed at (x, y), irrespective of β.

However, if (x, y) are continuous, the objective function
is difficult to solve. Therefore, we discretize the coordinates
with a step length of 1 > 0 to simplify the function, i.e.,
x = I0 + k/1, k = 1, 2, · · · ,1 · W and y = I0 + k/1,
k = 1, 2, · · · ,1 · H .

Therefore, the coverage rate can be calculated as follows:

O =

W+I0∑
x=I0

H+I0∑
y=I0

C (x, y)

 / (1 ·W ×1 · H) (15)

where 0 ≤ O ≤ 1, and the larger O is, the more area that can
be jammed. With the increase in 1, more accurate coverage
can be calculated.

Finally, we obtain the objective function in Eq. (16).

max O, subject to N ≤ τ (16)

where N is the number of arrays and τ is a constant. Gener-
ally, to solve the best solution, we set N = τ .
Note that the dual problem of Eq. (16) is to minimize N

given O. Both of the above objective functions can solve the
ultrasonic coverage problem. We will focus on Eq. (16) in the
following paper. In Section IV, the modified harmony search
algorithm is proposed to solve Eq. (16).

Finally, we summarize the advantages of the angle cover-
age model.

1) The angle coverage model can depict the directionality
of ultrasounds and microphones, and then transform the
directions into a Boolean value, which indicates whether

FIGURE 5. Deployment in the practical situation.

a microphone can be jammed at (x, y), such that the
model can be solved by mathematical formulas.

2) The model has good generality. The generality lies
in three aspects. First, if both the primary and sec-
ondary microphones work when recording, our model
still works as long as both of the microphones are in
the jamming region. Second, regardless of the recording
device, the objective function is the same. The differ-
ences of the recording devices only affect Dmax and
Acover . Third, in different situations, the shape and size
of the jamming region may be different. The angle cov-
erage model does not require that the jamming region be
a regular region, and any shape of the jamming region
can be solved by the model.

3) Due to the generality of the angle coverage model,
the jamming system can be customized. For example,
all arrays can be mounted on the ceiling. Once Harray
and θarray are given, we can determine Dmax and Acover .
Then, the angel coverage model and the modified har-
mony search algorithm (MHSA, which will be proposed
in Section IV) can be used to optimize the coverage.

IV. MODIFIED HARMONY SEARCH ALGORITHM
A. PRACTICAL CASES
We mainly consider two practical cases in this paper. First,
in case 1, the working region may be a room in reality, such
as a meeting room. Every array can be placed on the four
edges of the working region, i.e., the red lines in Fig. 6(a).
Second, in case 2, a small region needs to be jammed,

such as a conference table. We divide the entire confer-
ence table into several identical parts. Each part is shown
in Fig. 5. A person sits at the table and occupies a part of
the table. In this way, a large and complex problem can be
decomposed intomany identical subproblems. Each subprob-
lem can be solved by the method in Fig. 5. In this case,
to not interfere with humans, any array placed on the X-axis,
i.e., {Li (xi, yi, αi) |0 ≤ xi ≤ W0, yi = 0,−180◦ < αi ≤

180◦, 1 ≤ i ≤ N } originally should be placed behind the
person as A1 in Fig. 5(a). The power and Acover of these arrays
should be slightly larger than the other arrays.

Considering that the person may block the ultrasonic sig-
nals transmitted by these arrays, we set 0 ≤ x ≤ W/4
or 3W/4 ≤ x ≤ W when the arrays’ Y coordinates
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FIGURE 6. Regular coverage algorithm in the simulation. (a) Case 1.
(b) Case 2.

are −Iexpend in case 2. Therefore, in reality and in actual
experiments, all the arrays can only be placed on the red
lines in Fig. 5(a). However, in the simulation, to simplify the
problem, the arrays behind the person are still placed on the
X-axis. All arrays are allowed to be placed on the red lines
in Fig. 6(b).

B. REGULAR COVERAGE ALGORITHM
Intuitively, the uniform distribution is the simplest deploy-
ment strategy. Therefore, we first use the regular coverage
algorithm (RCA) to deploy the arrays.

In case 2, Oc is the center of the jamming region, as shown
in Fig. 6(b). The total array number is N , and A1 and AN
are fixed at the starting point and end point of the red line,
respectively. Then, we divide 360◦ − 6 A1OcAN equally.
Ai, 1 < i < N is placed at the intersection between the
angular bisector and the working region. The included angle
can easily be calculated as

6 AiOcAi+1 =
(
360◦ − 6 A1OcAN

)
/ (N − 1) (17)

where 1 ≤ i ≤ N − 1.
According to the included angle, we can infer the locations

of all N arrays that are placed on the red lines.
For example, in Fig. 6(b), N = 5, and we divide

360◦ − 6 A1OcA5 equally. This means that 6 A1OcA2 =
6 A2OcA3 = 6 A3OcA4 = 6 A4OcA5 = (360◦ − 6 A1OcA5) /
(5− 1). If the width and height of the working region,
namely,W0 and H0, are given, the location of every array can
easily be calculated.

Similarly, as shown in Fig. 6(a), we can infer that
6 A1OcA2 = 6 A2OcA3 = 6 A3OcA4 = 6 A4OcA1 = 90◦ in
case 1.

C. MODIFIED HARMONY SEARCH ALGORITHM
The regular coverage algorithm is a simple method. Many
optimization algorithms, such as the harmony search algo-
rithm (HSA) can be utilized to find a better solution
to Eq. (16). However, the previous HSA [20] cannot be
directly used. Therefore, the modified harmony search algo-
rithm (MHSA) is proposed to compensate for the limitation
of the HSA.

We improve the HSA in the following three aspects. First,
the previous HSA can only address regular sensing shapes,

FIGURE 7. An overview of the modified harmony search algorithm.

such as circular shapes. However, the shape of the jamming
area, i.e., Aicover , 1 ≤ i ≤ N , may be irregular in practice.
Hence, a new method is proposed to determine whether a
point is in the irregular Aicover . Second, considering the size
of the arrays, the distance of adjacent arrays has a minimum
value, denoted as MinInter . MinInter is set to ensure that
the deployment can be realized in practice. Third, a parallel
computing strategy is adopted to accelerate the program. The
following six steps detail the MHSA, as presented in Fig. 7.

Step 1: Initialize HS parameters and Acover
As mentioned in Section III-A, the location of Ai can be

represented as a 3-tuple Li (xi, yi, αi) , 1 ≤ i ≤ N . Therefore,
the deployment of the whole arrays is a 1×3N vector, which
can also be called the solution vector. The harmony mem-
ory (Mhm) is a matrix composed of some solution vectors,
as shown in Eq. (18). The harmony memory size (Nhm) is the
number of solution vectors inMhm.

Mhm =


x11 y11 α11 . . . x1N y1N α1N
x21 y21 α21 · · · x2N y2N α2N
...

...
...

. . .
...

...
...

xNhm1 yNhm1 α
Nhm
1 . . . xNhmN yNhmN α

Nhm
N


(18)

where Mhm is an Nhm × 3N matrix and each row of Mhm is
a potential deployment of arrays.Mhm is randomly generated
in this initial step.

The other parameters are described as follows.
1) Imax , the maximum permissible number of iterations.
2) Rhmc (Harmony memory considering rate), where
Rhmc ∈ [0, 1]. The new solution vector inherits the
values fromMhm with a probability of Rhmc.
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FIGURE 8. The illustration of irregular Acover .

3) Rpa (Pitch adjusting rate), where Rpa ∈ [0, 1].Mhm will
be adjusted by probability Rpa.

4) Bw (Bandwidth), if the new solution vector is adjusted,
the maximum modification amplitude is Bw.

5) Ncpu, the number of CPUs.
In addition, the shape and location of Aicover should be

determined. Tomake the problem general, we assume that the
shape of Aicover is irregular, as shown in Fig. 8. The location
of the array Ainit is Linit (0, 0, αinit) and Npoint coordinates
of Ainitcover ’s boundary, i.e., B

j
init , 1 ≤ j ≤ Npoint , are given,

so Ainitcover can be drawn. For example, Npoint = 5. Bjinit ,
1 ≤ j ≤ 5 are points on the boundary of Ainitcover in Fig. 8.

Step 2: Improvise a new harmony
For each iteration, a new solution vector vnew =

(x1, y1, α1, · · · , xN , yN , αN ) should be generated based on
Mhm. For every array in vnew, (xi, yi, αi) , 1 ≤ i ≤ N inherits
the values

(
xki , y

k
i , α

k
i

)
from Mhm with a probability of Rhmc,

where k ∈ [1,Nhm] is selected randomly. If the generated
random number is in the probability of 1 − Rhmc, (xi, yi, αi)
will be generated randomly. After repeatingN times, vnew will
be improvised.

Then, we determine whether vnew should be fine-tuned. For
every array in vnew, a random number r ∈ [0, 1] is generated.
If r > Rpa, (xi, yi, αi) remains. Otherwise, the array will be
adjusted as follows:

xi = xi + (2r0 − 1)× Bw
yi = yi + (2r0 − 1)× Bw
αi = αi + (2r0 − 1)× Bw

(19)

where 1 ≤ i ≤ N and r0 ∈ [0, 1] is a new random number.
Step 3: Ensure the intervals of adjacent arrays are

above MinInter
When vnew is generated, we need to check whether every

array is placed in the defined area, i.e., the red lines in Fig. 6.
Moreover, considering the size of the arrays, we should
ensure that the intervals of adjacent arrays are above a con-
stant MinInter . If two arrays are too close to each other,
we will increase their distance.

Step 4: Use the angle coverage model to calculate the
coverage of the new harmony

FIGURE 9. The illustration of the parallel computing strategy.

In this step, the coverage of vnew is calculated by the pro-
posed angle coverage model according to Eqs. (14) and (15).

First, for a 1 × 3N solution vector, we deal with every
array, i.e., a 1 × 3 vector, separately. The difficulty of
solving Eqs. (14) and (15) lies in judging whether a point
(x, y) is in Aicover , 1 ≤ i ≤ N , particularly when the
shape of Aicover is irregular. According to the assumption
in Section III-A, the shape of Aicover is the same for every
Ai, 1 ≤ i ≤ N . However, the locations of the arrays
are different and determined by Ai. Therefore, based on the
known Linit (0, 0, αinit), Li (xi, yi, αi) and Bjinit

(
x jinit , y

j
init

)
,

the coordinate of Bji
(
x jBi, y

j
Bi

)
, 1 ≤ i ≤ N , 1 ≤ j ≤ Npoint ,

where Bji is the point on the boundary of Aicover , can be
calculated by movement and rotation, as shown in Fig. 8.
Generally, the coordinate of Bji can be calculated as follows:[
x jBi
yjBi

]
=

[
cos (αi − αinit) − sin (αi − αinit)
sin (αi − αinit) cos (αi − αinit)

][
x jinit
yjinit

]
+

[
xi
yi

]
(20)

where 1 ≤ i ≤ N , 1 ≤ j ≤ Npoint .
Hence, given Li (xi, yi, αi) , 1 ≤ i ≤ N , the edge

and location of Aicover can be determined by Bji
(
x jBi, y

j
Bi

)
,

1 ≤ j ≤ Npoint . As long as Npoint is sufficiently large,
the shape of Aicover can be depicted precisely.

When calculating the coverage, vnew is divided into N
parts, and every part is a 1× 3 vector. Then, for every 1× 3
vector, because the boundary of Aicover can be determined
by the above method, Aicover , 1 ≤ i ≤ N is drawn in a 2D
plane and saved as a figure. We downsample the figure into a
1·W×1·H matrix, and every element in thematrix indicates
whether a point (x, y) , x ∈ I0+[1/1,W ] , y ∈ I0+[1/1,H ]
is in Aicover . Then, we define a new1 ·W ×1 ·H × 2 matrix
as the angle map. The angle map indicates Fi (x, y). The
angle map can be calculated by the downsampled figure and
Eq. (13).

For all the 1 × 3 vectors, N angle maps can be computed
independently by the above method. This inspires us to use a
parallel computing strategy based on multiple CPUs to speed
up the calculation, as shown in Fig. 9. Because the number of
CPUs is Ncpu, Ncpu angle maps can be calculated at the same
time. After the calculation of N angle maps, we compute
C by Eq. (14). Finally, the coverage of vnew, i.e., O can be
calculated.
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FIGURE 10. The diagram of the jamming transmitter.

Step 5: Update harmony memory
If the coverage of vnew is larger than the worst coverage

of Mhm, the worst solution in Mhm will be replaced with
vnew. Therefore, when iterating, the algorithm can improve
the solution.

Step 6: Whether stopping criterion is satisfied
All of steps 2-6 are repeated until Imax is reached. Finally,

the best solution inMhm is the output of the MHSA.

V. EXPERIMENTAL RESULTS
A. SETUP
We evaluate the proposed methods through simulations and
practical experiments. The experimental setup is shown as
follows.

1) Jamming transmitter. As mentioned in Eqs. (6)-(9),
the message signal is white noise, and we set the fre-
quency of the noise signal as fm = 1 kHz. The carrier
frequencies are fc1 = 40 kHz and fc2 = 41 kHz. Fig. 10
presents a diagram of the jamming transmitter. The sig-
nal generator drives the ultrasonic transducers with the
signal cos

(
2π fc2 t

)
. The input audio signals are modu-

lated by FM (represented as Sfm in Eq. (6)) and then
amplified by the power amplifier. Finally, the ultrasonic
signals are transmitted by ultrasonic transducers. The
jamming signal Sin is composed of Sfm and cos

(
2π fc2 t

)
.

2) Jamming criterion.We select 100words fromGoogle’s
Trillion Word Corpus [22]. Then, these words are con-
verted to audio by a text-to-speech (TTS) engine [23].
This audio is played to simulate conversation, and we
test whether the audio can be jammed when recording.
The volume of the audio is set to 60dB at 1m away from
the arrays. Additionally, the arrays transmit inaudible
ultrasonic signals to jam microphones. When the loca-
tion of the phone is P (x, y, β) , I0 ≤ x ≤ I0 +W , I0 ≤
y ≤ I0 + H ,−180◦ < β ≤ 180◦, the TTS-generated
audio is played. We record the audio and recruit 5 vol-
unteers to listen to it. If less than 15% of the words [5]
are legible to at least 3 volunteers, we consider that the
recording device can be jammed at P (x, y, β).

3) Parameters. The width and height of the working
region, i.e., W0 and H0 are set to 100cm and 80cm,
respectively. For the jamming region, W = 70cm, H =
50cm, and the interval between two regions, i.e., I0,
is 15cm as shown in Fig. 4. For the convenience of exper-
iments, Iexpend = 5cm from Section V-C to V-E. And
Iexpend = 60cm in Section V-F as shown in Fig. 5(a).
In the MHSA, the harmony memory size Nhm = 20,

FIGURE 11. The illustration of Dmax and Acover .

the maximum iteration Imax = 10000, Rhmc = 0.9,
Rpa = 0.4, Bw = 5, and Ncpu = 13. In Eq. (15), 1 = 3
in the simulation.

4) Simplified angle coverage model. In the simulation,
Eqs. (14) and (15) are used to calculate the coverage.
However, in actual experiments, we only test 8 directions
at a point, i.e., β = −180◦+ 45◦× k, 1 ≤ k ≤ 8, due to
the high complexity of Eq. (14). If a microphone can be
jammed in all 8 directions at (x, y) in the experiments,
we set C(x, y) = 1, where (x, y) is a point in the
jamming region. Similarly, the total number of points
that we need to test is 1 · H × 1 · W if we adopt
the approach in Eq. (15). To simplify the experiments,
we determine the area where the phones can be jammed
through two rounds. First, we roughly determine the
boundary of the jamming area at a fixed step length.
The step length is 15cm (1 = 1/15) on both the X-axis
and Y-axis. In the second round, the step length is set to
5cm (1 = 1/5) to test precisely. Therefore, less than
b(H/5)× (W/5)c points need to be tested, and thus,
the boundary of the jamming area can be determined.

5) Genetic algorithm. We compare the MHSA with
the genetic algorithm (GA). We used the framework
in [24] and the parameter values are set as follows.
The coverage model is the angle coverage model.
The set of solutions is called chromosomes, and
the population consists of Nga sets of chromosomes.
Nga = Nhm = 20. The crossover rate and mutation
rate are set to 0.7 and 0.2, respectively. The initial
value of the population is also generated randomly.
MinInter = 18cm for both the GA and the MHSA.
In the GA, another parallel computing method is used.
Because the Nga sets of solution vectors are updated
in each iteration, we compute Nga solution vectors in
parallel. However, when calculating the coverage of
each solution vector, every 1 × 3 vector will no longer
be calculated in parallel. Hence, to achieve the best
performance, Ncpu = Nga = 20 in the GA. The
number of iterations will influence the running time
of the GA. To conduct a fair comparison between the
MHSA and the GA, we ensure that the running time
of the MHSA is close to that of the GA. Therefore,
Imax of the GA is equal to 2000 when Imax of the
MHSA is 10000. Note that in the MHSA, the running
time when Ncpu = 13 is similar to that when Ncpu =
20, so Ncpu = 13 is adopted in the MHSA to save

VOLUME 7, 2019 67491



H. Shen et al.: JamSys: Coverage Optimization of a Microphone Jamming System Based on Ultrasounds

computing resources. When N < 8, the running time of
the MHSAmay be longer than that of the GA. However,
this is acceptable because the search space is small when
N < 8, the jamming percent has converged in the GA
when Imax = 2000. Even if the number of iterations in
the GA increases to ensure that the running time of the
two algorithms is close, the jamming percent of the GA
will not increase too much. Hence, for simplicity, Imax
of the GA is 2000 for all N .

B. THE DETERMINATION OF Dmax AND Acover

In this experiment, only one array A is used. The receiver is an
iPhone 7 smartphone (released in September 2016) running
iOS 11.2.6. Note that when θarray and Harray are different,
Dmax of a phone may vary. Therefore, we first fix θarray and
Harray. When determining Dmax and Acover , our approach is
to obtainDmax first and then determine according to the fixed
Dmax .

1) Dmax . As shown in Fig. 11, we move the phone in
the plane. The step length is 11. For each position of
the phone, i.e., P (x, y, γ (x, y,A)), where (x, y) is the
location of PHbottom and A is an array, we record the
coordinates if the phone can be jammed. Therefore,
a rough Acover can be determined as the area surrounded
by red solid lines in Fig. 11. In the rough Acover , we reg-
ularly select Ndmax points and calculate Dmax according
to Eq. (12).

2) Acover . Because Acover is inside the rough Acover ,
the search space can be reduced. In this step, the step
length is12, and12 < 11. When the phone is moved to
(x, y), wemeasure theD (x, y) of this point. IfD (x, y) ≥
Dmax , (x, y) is in Acover ; otherwise, (x, y) /∈ Acover .
Finally, Acover can be determined, as indicated by the
red dashed line in Fig. 11. Note that due to the existence
of destructive interference, if placed at a small partic-
ular region in Acover , the phone may not be jammed.
In the simulation, the small region will be ignored for
simplicity.

In addition, note that for any given Harray and θarray in
reality, the angle coverage model and the MHSA can still
optimize the coverage, as long as Dmax and Acover are deter-
mined. In the following experiments, for all ultrasonic arrays,
Harray = 7cm and θarray = 85◦ are adopted. Ndmax = 10,
11 = 1/20 (20cm), and 12 = 1/10 (10cm). After the actual
experiments, Dmax of the iPhone 7 smartphone is 52◦. Two
semiellipses are used to simulate Acover , as shown in Fig. 12.
The array is placed at A. In the simulation, the long semiaxis
of the ellipse B0B1B3B2B0, i.e., B0B3 = 40cm and the short
axis B1B2 = 43cm. Similarly, for semiellipse B0B1B4B2B0,
B0B4 = 65cm.

C. PERFORMANCE OF THE PROPOSED ANGLE COVERAGE
MODEL
To demonstrate the validity of the angle coverage model,
comparisons of the simulation and actual experiments are
shown in Fig. 13. The receiver is still the iPhone 7 smart-
phone. The power of every array is the same as the power in

FIGURE 12. The shape of Acover in the simulation.

TABLE 3. The absolute difference of jamming percent between the
simulation and actual experiments.

SectionV-B. Because toomany points need to be tested in this
experiment, we need to reduce the complexity of the experi-
ments. Therefore, we only select 10 words from [22] and then
convert the 10 words to an audio to simulate conversation in
this experiment. Fig. 13(a) illustrates the results of case 1,
where the jamming region represents a meeting room and
all arrays are placed at the four edges of the working region.
In case 2, the jamming region is a part of a table, and some
arrays are deployed behind the person. The experimental
results are shown in Fig. 13(b).

As shown in Fig. 13, the X-axis represents the number
of arrays, and the Y-axis indicates the percentage of the
area where the recording devices can be jammed. When
the number of arrays, i.e., N , is less than 8, the jamming
percentages of the three algorithms are relatively close.When
the number of arrays is greater than 8, the jamming percent
of the MHSA increases faster than the other two algorithms
in both the simulation and experiments. The reason for the
difference is that when N is small, the coverage is limited
by N , and the regular coverage algorithm (RCA) can cover
the area in all directions, which maximizes the jamming
effect of every array. In contrast, when N is larger and the
RCA is adopted, many arrays will repeatedly cover the region
that has already been jammed, which reduces the efficiency.
However, the MHSA and the GA can search uncovered areas
and cover these regions. More importantly, our modified
method, i.e., the MHSA, has the best performance of all three
algorithms in cases 1 and 2 due to its high search efficiency.

In both the simulation and actual experiments, the jamming
percent is higher in Fig. 13(a) than in Fig. 13(b) under most
circumstances when the same algorithm is used. This result
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FIGURE 13. A comparison between the simulation and experiments of case 1 and case 2 using iPhone 7. (a) Case 1. (b) Case 2.

occurs because in case 1, more area is available to place
arrays. Therefore, a better solution can be searched.

When N = 13, more than 90% of the area can be jammed
in cases 1 and 2, and this deployment is satisfactory. Hence,
in the following experiments, 13 arrays are deployed to form
a jamming system.

The absolute difference of jamming percent between the
simulation and actual experiments is presented in Table 3.
The average difference of absolute values is from 4.13% to
10.12%. Therefore, the simulation fits the results well and
further demonstrates that the angle coverage model is a good
objective function.

However, the simulated coverage for the RCA is signifi-
cantly lower than the measured coverage when the number of
arrays is large, as shown in Table 3. Two reasons account for
this phenomenon.

First, as shown in Eq. (14), only if the union of the range
of whole N arrays at (x, y) can cover (−180◦, 180◦

]
can the

phone be jammed at (x, y) in the simulation. However, in the
experiment, due to the high complexity of Eq. (14), we only
test the jamming percent in 8 directions at (x, y). Therefore,
the calculation of coverage in the simulation is more rigorous
than that in the experiment. As shown in Fig. 13, when the
number of arrays is larger than 7, the measured jamming
percentages of all three algorithms, i.e., the MHSA, GA,
and RCA, are higher than the simulated jamming percent-
ages. Hence, the gap between the simulated coverage and the
measured coverage of all the algorithms, including the RCA,
can be reduced if more directions are tested at (x, y) in the
experiment.

Second, the simulated Acover is slightly smaller than the
real Acover . When determining Acover in the experiment,
as shown in Fig. 11, a part of the area between the red solid
line and the red dashed line can also be jammed with smaller
jamming ranges of angles. Therefore, the area of simulated
Acover is smaller, and some points in that area may also be
jammed in the experiments. Meanwhile, the RCA only has
one deployment strategy whenN is given. Therefore, the cov-
erage of the RCA is mainly determined by the shape of Acover

FIGURE 14. The convergence of the MHSA in case 1 and case 2 when
N = 13.

in the simulation. The smaller Acover will lead to smaller
coverage of the RCA in the simulation. However, the MHSA
and the GA can search for better deployment strategies such
that the smaller Acover will not affect the coverage too much.
Based on the above two reasons, the coverage of the

RCA in the simulation is lower than the measured coverage.
In future work, we will solve the above problems in two
aspects. First, we will test the jamming percent in more direc-
tions in the experiments. Second, in the simulation, a more
precise Acover will be adopted.

D. THE CONVERGENCE OF THE MHSA
In Section V-C,N = 13 is adopted to form a jamming system.
In this subsection, the convergence of the MHSA is studied
in cases 1 and 2 when N = 13. As shown in Fig. 14, each
curve represents the change in the jamming percent with the
increase in the number of iterations, which is denoted as I .
The maximum number of iterations is 20000.

As shown in Fig. 14, when I is near 20000, the jamming
percent remains almost unchanged in both cases. Therefore,
even if a much larger I is used in theMHSA, the jamming per-
cent in the simulation will not increase toomuch. In addition,
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TABLE 4. Jamming percent comparison of the MHSA, the GA, and the RCA
in experiments using different devices (N = 13).

the MHSA can converge to the high jamming percent when I
is large.

Considering the tradeoff between the jamming percent and
the running time of the algorithm, we adopt Imax = 10000
in Section V. The rationality of Imax = 10000 lies in three
aspects. First, when I increases from 10000 to 20000, the jam-
ming percent increases approximately 1.22% in case 1 and
1.17% in case 2, but the running time doubles. Therefore,
we can save considerable time without sacrificing too much
jamming percent when Imax = 10000. Second, the deploy-
ment strategy calculated when I = 10000 is similar to that
when I = 20000. In actual experiments, the difference in
coverage can be ignored when the above two deployment
strategies are adopted. Hence, Imax = 10000 is reasonable
in both case 1 and case 2. Third, because the size of the
solution vector, i.e., vnew, is 1 × 3N , with a decrease in N ,
the search space will be reduced in cases 1 and 2. Therefore,
when N < 13, the jamming percent will converge to a stable
value at a faster rate, and Imax = 10000 is sufficiently large.
In addition, the area allowed to place arrays in case 1 is

larger than that in case 2; thus, the search space is larger
in case 1. Therefore, the jamming percent converges more
slowly in case 1 than in case 2, as shown in Fig. 14. The
jamming percent is higher in case 1 than in case 2 when
I ≥ 8000 because more area can be searched in case 1,
so that better solutions can be calculated. Therefore, Fig. 14
is reasonable.

E. PERFORMANCE OF THE PROPOSED MHSA
In reality, the difficulty lies in the fact that the deployment
strategy is fixed, but the recording devices vary. To demon-
strate the universality of MHSA, the deployment of arrays is
the same as in Section V-C (N = 13). We compare the per-
formances of three algorithms on different recording devices
in cases 1 and 2, as shown in Table 4. When a recording
device is tested, the power of the arrays is the same. However,
the power is different when testing different devices. The
reason is that the jamming percent may be 100% for all three
algorithms to some recording devices if the power is the same,
which cannot distinguish the performance of the algorithms.

The data in Table 4 indicate that in most cases, the MHSA
has a better jamming percentage than the other two meth-
ods. In case 1, the MHSA performs better than the GA by
0.71%-5.00%, while the improvement is 2.86%-12.14%
when compared with the RCA. In case 2, the improvement of
theMHSAcan reach 3.21% and 10.71%when comparedwith

the GA and the RCA, respectively. From another perspective,
the jamming area is larger using the MHSA than the other
algorithms in most cases. We attribute this phenomenon to
the strong generalization of the angle coverage model and the
MHSA.

Then, we discuss the reason why the MHSA is superior
to the GA and the RCA in Section V-C and V-E. First,
we compare the MHSA with the RCA. The RCA is also an
algorithm that we propose. In the RCA, given the working
region and the number of arrays N , we can calculate the
deployment strategy quickly using geometric methods. Then,
based on the above deployment strategy, the coverage can be
computed. However, the MHSA is an optimization method
that searches for the optimal solution of the objective function
until the iteration stops. With the increase in the number of
iterations, the coverage calculated by the MHSA continues to
increase until it converges. Therefore, the MHSA has better
performance than the RCA.

In addition, the differences between the MHSA and the
GA mainly lie in two aspects. First, the frameworks of the
two algorithms are different. For each iteration of the MHSA,
a new solution vector vnew is generated. If the coverage of
vnew is larger than the worst coverage of Mhm, the worst
solution in Mhm will be replaced with vnew. However, for
the GA, the whole population, which consists of Nga sets
of solution vectors, is updated in every iteration. Therefore,
the calculation time of the GA is several times longer than that
of the MHSA in every iteration. The method for generating
new solution vectors in the two algorithms is different. The
framework of the MHSA is more suitable to solve Eq. (16);
thus, in most cases, the jamming percent is higher when the
MHSA is used.

Second, the parallel computing methods of the two algo-
rithms are different. For the MHSA, we process N arrays
in a solution vector in parallel. After summarizing all the
results of N arrays, the coverage can be calculated. In the
GA, we compute Nga solution vectors in parallel. As shown
in Fig. 13, when N is large, the parallel computing strategy of
the MHSA is better than that of the GA because the MHSA
can find better deployment methods when the same time is
spent and fewer CPUs are used.

F. JAMMING PERFORMANCE OF JamSys
In this subsection, we demonstrate the effectiveness of Jam-
Sys. The deployment strategy is theMHSA, andN = 13. The
smallest Dmax is 52◦ among iPhone 7, iPhone 8, Xiaomi 6,
and Sony RX100m3. Hence, Dmax = 52◦ is adopted such
that JamSys will work for all the above four devices. For
every recording device, 20 different locations of the device
P (xk , yk , βk) , I0 ≤ xk ≤ I0+W , I0 ≤ yk ≤ I0+H ,−180◦ <
βk ≤ 180◦ where 1 ≤ k ≤ 20 are selected randomly
in the jamming region. This experiment is more practical
because more directions can be tested instead of the limited
8 directions.

Similar to the validation methodology of [5], the recorded
audios are played back to volunteers and the speech
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TABLE 5. Jamming percent of JamSys recognized by volunteers and
DeepSpeech (N = 13).

recognition system DeepSpeech [25]. Then, we count how
many words can be jammed in the whole 20× 100 words for
every recording device. The average number of legible words
by 5 volunteers is recorded.

Table 5 shows the jamming percent of JamSys recognized
by volunteers and DeepSpeech when N = 13. To make the
evaluationmore objective, DeepSpeech is adopted to evaluate
the jamming percent. To volunteers, JamSys jams all the
tested recording devices, and more than 99% of words are
illegible. Moreover, 100% of words can be jammed for all
recording devices when the audios are recognized by Deep-
Speech. The experimental results verify the effectiveness of
JamSys.

VI. CONCLUSIONS AND FUTURE WORK
In this paper, we designed JamSys, a jamming system based
on ultrasounds. Due to the nonlinearity of microphones,
well-designed ultrasonic noise signals can be recorded by
microphones, but remain inaudible to humans. To jam a
given area, some ultrasonic arrays need to be leveraged to
form a jamming system. We propose the angle coverage
model and the modified harmony search algorithm (MHSA)
to maximize the coverage ratio and calculate the deploy-
ment scheme given the number of ultrasonic arrays. The
efficiency and superiority of the modified harmony search
algorithm have been demonstrated compared with the genetic
algorithm (GA) and the regular coverage algorithm (RCA)
through both the simulation and actual experiments.

In addition, further research can be performed to improve
JamSys. We outline a few directions here.

1) 3D coverage model.As the first paper to study the jam-
ming system, our work focuses on the 2D coverage model.
In reality, the recording devices could be placed anywhere.
Therefore, a 3D coverage model is more practical. We will
generalize the proposed angle coveragemodel and theMHSA
to solve the coverage problem in 3D space.

2) The theoretical analysis of acoustics. The ultrasonic
coverage problem can also be considered from the perspective
of acoustic propagation. We can calculate the boundary of
Acover based on the acoustic method such that the angle cover-
agemodel can be improved. In addition, different deployment
methods of transducers can build different ultrasonic arrays.
Theoretical acoustics can guide us to design a new array to
reduce the effect of destructive interference.
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