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ABSTRACT
Software in the wild is usually released as stripped binaries that
contain no debug information (e.g., function names). This paper
studies the issue of reassigning descriptive names for functions to
help facilitate reverse engineering. Since the essence of this issue is
a data-driven prediction task, persuasive research should be based
on sufficiently large-scale and diverse data. However, prior studies
can only be based on small-scale datasets because their techniques
suffer from heavyweight binary analysis, making them powerless
in the face of big-size and large-scale binaries.

This paper presents the Neural Function Rename Engine (NFRE),
a lightweight framework for function name reassignment that uti-
lizes both sequential and structural information of assembly code.
NFRE uses fine-grained and easily acquired features to model as-
sembly code, making it more effective and efficient than existing
techniques. In addition, we construct a large-scale dataset and
present two data-preprocessing approaches to help improve its
usability. Benefiting from the lightweight design, NFRE can be ef-
ficiently trained on the large-scale dataset, thereby having better
generalization capability for unknown functions. The comparative
experiments show that NFRE outperforms two existing techniques
by a relative improvement of 32% and 16%, respectively, while the
time cost for binary analysis is much less.

CCS CONCEPTS
• Theory of computation → Program analysis; • Social and
professional topics→ Software reverse engineering.
∗Shaoyin Cheng and Weiming Zhang are the corresponding authors.
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1 INTRODUCTION
Most commercial off-the-shelf (COTS) software is closed-source.
Additionally, the software is usually released as stripped binaries
that contain no debug information for the purpose of easy distri-
bution or copyright protection. Practitioners who want to analyze
these programs should conduct reverse engineering and check the
logic at the binary level. The disassemblers such as IDA Pro [36]
can translate machine (binary) code into assembly language. How-
ever, assembly representation exists as plain instruction mnemonics
with limited high-level information, making it hard to read and
understand. Even an experienced reverse engineer may have to
spend much time in determining the functionality of an assembly
code snippet [22, 67]. To mitigate this problem, researchers from
academia and industry have been studying decompilation, which
is a process of lifting assembly into C-like pseudo-code for better
readability [7, 17, 35, 42, 55, 63, 70]. The state-of-the-art decompil-
ers on the market, such as Hex-Rays Decompiler [35], JEB [63], and
RetDec [7], can reconstruct variables, types, functions and source-
level structures from assembly code, and then output much higher
level text which is more concise and much easier to read.

Although the decompilers can convert assembly-level idioms
into high-level abstractions, they are weak at recovering high-level
semantic information (e.g., variable names, and function names in
stripped binaries). Especially, function names play an important
role in program comprehension [30]. In practice, practitioners pre-
liminarily guess the functionality of a function from its name [67].
Unfortunately, existing decompilers can only set address-related
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placeholders (e.g., sub_40B8F0) as default function names in the
absence of debug symbols. Such non-descriptive names are not
informative.

To help construct better decompilers and facilitate reverse engi-
neering, we focus on function name prediction, aiming to reassign
descriptive names for functions in stripped binaries. The current is-
sue can be stated informally as the need to learn the correspondence
between an assembly code snippet and a set of tokens that forms
the function name. Although similar issues have been extensively
studied at the source level [1, 3, 5, 27, 51], it is still hard because of
the limited information in assembly code (discussed in Section 2).

In essence, the current issue is a data-driven prediction task
so that persuasive research should be based on large-scale and
diverse data. DEBIN [34] and Nero [22] are the only two existing
techniques, but their datasets are far from large-scale. As shown
in Table 1, the datasets used by DEBIN and Nero merely consist of
3,000 and 541 binaries, respectively. Nero is trained on about 60,000
functions. By contrast, the datasets used for source-level function
name prediction consist of millions of functions [4, 5, 51, 52]. As
for the assembly level, a small and simple dataset contains limited
instruction and tokens, making it unable to reflect the complexity of
the current issue. A model trained from such a trivial dataset has a
limited effect on real-world usages. According to our reproduction
and the comments on DEBIN in [49], it is the efficiency problem
that prevents them from being trained and evaluated on large-scale
binaries: Both DEBIN and Nero suffer from heavyweight binary
analysis (e.g., binary lifting, data-flow analysis), which is time- and
resource-consuming, making them powerless in the face of big-size
and large-scale binaries.

In this paper, we present NFRE (Neural Function Rename En-
gine), a lightweight framework for function name reassignment
that utilizes the instruction sequences and control-flow informa-
tion of assembly code. NFRE uses fine-grained and easily acquired
features, which make it much more effective and efficient.

Additionally, NFRE is trained and evaluated on a large-scale
and well-built dataset. The binaries are collected from Ubuntu [15]
without manual compilation, so the dataset can be large enough
and of rich variety. However, two primary problems affect the us-
ability of the dataset, which are label noise and label sparsity. The
former refers to the existence of functions with meaningless names
in the dataset. Non-descriptive names are useless to help under-
stand the logic of functions. As the noise samples, they can bias
the training process and hurt the model performance [41, 72]. The
latter is caused by the overlarge vocabulary of tokens used in func-
tion names, which exacerbates data sparsity. The sparsity problem
makes it difficult for learning-based techniques to learn the corre-
spondence between assembly code and tokens. Prior studies [22, 34]
neglect the two problems, while we present two data-preprocessing
approaches to help mitigate them, thereby improving the usability
of the dataset. We release the code and some instructions for repro-
duction at [33] to facilitate subsequent research. In summary, the
contributions of this paper can be summarized as follows:

• We present NFRE, a lightweight framework for the reas-
signment of function names in stripped binaries. It does not
require heavyweight binary analysis, so it can be efficiently

trained and evaluated on large-scale binaries. It also has a
wider application scope than Nero in design.

• We summarize the label noise and sparsity problems and
present two data-preprocessing approaches to help mitigate
them. In this way, we improve the usability of the large-scale
dataset in a (semi-)automated manner.

• We conduct extensive experiments to evaluate NFRE and val-
idate our intuitions. The results demonstrate the significance
of data preprocessing and show NFRE outperforms existing
techniques, DEBIN and Nero, by a relative improvement of
32% and 16%, respectively, while the time cost for feature
extraction is much less.

2 BACKGROUND
Developers usually set descriptive names to describe the function-
alities of functions [2]. However, the developer-chosen names no
longer exist in stripped binaries. Reassigning descriptive names
for functions is an emerging and significant issue. It has various
application scenarios, such as building better decompilers, inferring
library functions or constructing domain-specific (ad hoc) function
name predictors. In general, predicting function names from assem-
bly code is non-trivial, more challenging than that at the source
level for the following reasons:

Limited Information. Source code contains a wealth of high-level
information (e.g., semantic tokens, abstract syntax tree) that can
facilitate the related tasks. Researchers even leverage copy mecha-
nism [32] to “directly” copy tokens from function bodies to names
[3, 27] because tokens in names often appear in the corresponding
bodies1. In contrast, most of the descriptive information is dis-
carded in compiling and stripping, resulting in extremely limited
information in assembly code.

Token & Code Diversity. (1) The open property of function nam-
ing results in a large vocabulary of tokens. In comparison to the
natural language texts, word abbreviations and domain-specific
jargons are widely used in function names [27]. (2) Due to compiler
differences, optimizations and potential obfuscation techniques,
assembly representation is even more diverse than source code,
making the assembly-level tasks more challenging.

The former affects the modeling and representation of assembly
code, thereby limiting the capability of the machine learning model
to fit data distribution. The latter enlarges the search space and
exacerbates the data sparsity.

2.1 Motivating Example
A real-world function aesni_cbc_encrypt in project libgnutls
is used as a motivating example. This is an encryption function
based on the AES-CBC (Cipher Block Chaining) algorithm, which
can be deduced from its name. It is complicated, containing 400+
instructions and 30+ basic blocks. Moreover, it uses the Intel Ad-
vanced Encryption Standard Instructions (AES-NI) [37], which is
unfamiliar for common practitioners (but may be the distinctive
features for the learning-based model). Fig. 1 illustrates the corre-
sponding code snippet. It is hard for human engineers to judge the

1According to the statistics of [27], roughly 33% of tokens in names can be copied
directly from tokens in the source code of function bodies.
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functionality of such a complicated function. We expect to reassign
descriptive names for functions in a data-driven manner.

C9BA8: aesenc         xmm2,xmm1

C9BAD: dec            eax

C9BAF: movups         xmm1,xmmword ptr [rcx]

C9BB2: lea            rcx,[rcx+10h]

C9BB6: jnz            short loc_C9BA8

C9BB8: aseenclast     xmm2,xmm1

C9BBD: mov            eax,r10d

C9BC0: mov            rcx,r11

C9BC3: movups         xmmword ptr [rsi],xmm2

C9BC6: lea            rsi,[rsi+10h]

Figure 1: An assembly code snippet of a complicated encryp-
tion function aesni_cbc_encrypt.

2.2 Existing Techniques
2.2.1 DEBIN . DEBIN [34] is a non-neural model for predicting de-
bug information of stripped binaries. It can recover variable names
and types, function names and types from binary code. Concretely,
DEBIN lifts binary code to Intermediate Representation (IR) [13]
and then constructs variable dependency graph. Finally, it makes
predictions by the Conditional Random Fields (CRFs) [50], which is
a probabilistic graphical model. The primary limitations of DEBIN
are as follows: (1) The prediction model used in DEBIN is CRFs,
not the neural model. As pointed out by [22], DEBIN suffers from
inherent sparsity from the model perspective. The advantages of
neural models over CRFs in function name prediction task are also
discussed in [5]. (2) DEBIN is trained and evaluated in an exactly
matching manner. In other words, only the case that the prediction
is exactly the same as the label, DEBIN considers it successful; oth-
erwise, fail. Since function names usually consist of several tokens,
the exact match will lead to inherent imprecision [22]. The model
can only output full function names encountered during training.
It has no ability to predict neologisms [2], that is, function names
that have not appeared in training set.

2.2.2 Nero . Nero [22] is designed for predicting function names
in stripped binaries. It is based on the encoder-decoder paradigm,
using a Graph Neural Network (GNN) [45] as the encoder and a
Long Short-Term Memory (LSTM) network as the decoder. Nero is
more suitable for function name prediction. It uses neural model
for prediction and token-level metrics for training and evaluation.
However, Nero still suffers from the following limitations: (1) Nero
utilizes function calls with the restored arguments to model func-
tions. It is an inherent limitation because not every function makes
(internal or external) function calls. In addition, Nero is quite depen-
dent on the semantic information provided by the library function
names2. For the functions (e.g., functions in statically linked bina-
ries) that only have internal function calls, Nero has no semantic
2According to our statistics, the functions that have library function calls account for
roughly 30% of all functions.

information to use except for the restored arguments. However,
the restored arguments are low-level and abstract so that they are
weak at individually modeling functions. The performance of Nero
drops sharply at this time. (2) As we have mentioned in earlier
sections, the dataset used by Nero is quite small, merely containing
541 binaries that are compiled by a single compiler gcc. In addi-
tion, the training and test sets overlap in their dataset, resulting in
their results being debatable. In our experiments, we find that Nero
overfits the training data and has poor generalization capability for
unknown functions (discussed in Section 5.5.2).

2.3 Challenges for Large-Scale Evaluation
It is non-trivial to evaluate existing techniques on large-scale bi-
naries. Both DEBIN and Nero suffer from inefficiency because the
features they use require heavyweight binary analysis. In our exper-
iments, when we tried to train them on large-scale and real-world
binaries, the process of feature extraction consumes too much time,
making the evaluation infeasible in practice. The efficiency problem
of DEBIN has also been commented by [49]. Nero is often trapped
in complex analysis, resulting in the remaining time tends to be
unpredictable. In summary, the complexity of heavyweight analysis
makes DEBIN and Nero powerless in the face of big-size and large-
scale binaries, preventing them from being trained and evaluated
on the large-scale binaries. Therefore, one goal of our research is
to build a lightweight framework that uses easier-to-get features
for efficient training and inference.

2.4 Challenges for Dataset Construction
It is not easy to construct a large-scale dataset while maintaining
good usability. Firstly, a large number of unstripped binaries is
required. However, the compilation process is difficult to automate
due to the configuration differences of various projects. Under this
premise, manual compilation is an option, which is adopted by
Nero [22] to generate small-scale binaries. In our opinion, the best
practice is to use the compiled software in the real world, just like
DEBIN [34]. This practice allows us to obtain enough and diverse
binaries and ensures the dataset can reflect the real-world scenarios.
However, two problems damage the usability of the dataset, which
are label noise and label sparsity.

Label Noise. Due to potential code obfuscation techniques or ex-
cessive abbreviations, there are many functions whose names are
non-descriptive or meaningless (e.g., _vsubfpx). As the noise sam-
ples, they can bias the training process and damage the practical
applicability of the model (i.e., making the model less effective in
real-world cases) eventually [12, 72].

Label Sparsity. Because of the open property of function naming,
the vocabulary of tokens tends to be very large. Since we are cur-
rently facing large-scale and diverse data, using the raw tokens
directly can lead to severe sparsity problem - even semantically sim-
ilar tokens are independent of each other. In addition, the overlarge
vocabulary will increase the complexity of the model and make it
difficult to train.

For the small-scale datasets, the two problems are not severe or
can be alleviated by manual inspection. However, purely manual
inspection is impractical for large-scale data. The other goal of our
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crypt, pkcs, open, store

Figure 2: The overall workflow of NFRE.

research is to mitigate the two problems in a (semi-)automated
manner.

3 THE NFRE FRAMEWORK
3.1 Overview
NFRE is designed as a plugin in the disassembler such as IDA
Pro [36] to automatically suggest descriptive names for functions
in stripped binaries. Fig. 2 illustrates the overall workflow. As a
prerequisite, the stripped binary is disassembled by IDA Pro, and
the functions in it are correctly recognized. Since the symbol table
(i.e., .symtab section) is discarded, IDA Pro can only set address-
related placeholders as the default function names. At this moment,
NFRE is ready to work. It is based on the encoder-decoder paradigm,
taking the instruction sequences and control-flow information as
input and outputting the likely function names. Next, we elaborate
on the principle and implementation of the NFRE framework.

3.2 Structural Instruction Embedding
NFRE utilizes the structural information brought by Control Flow
Graph (CFG) to facilitate the modeling of assembly code. CFG is a
structured code representation with a low overhead of construction.
It is widely used in the assembly-level studies [22–24, 69, 75].

The structural information is used in a pre-training manner. First,
we perform structural instruction embedding based on CFGs, repre-
senting instructions as embeddings (i.e., high-dimensional numeri-
cal vectors) that potentially aggregate the control-flow information.
Then we use the pre-trained embeddings as the input of the neural
model so that the model can benefit from the structural information.
Concretely, there are three steps: (1) instruction normalization, (2)
instruction-level CFG construction, and (3) graph-based embedding.

3.2.1 Instruction Normalization. Due to the diversity ofmnemonics
and operands, directly using raw instructions will exacerbate the
sparsity of input data, which makes it difficult for the model to
learn the data distribution. The model will also suffer from severe
out-of-vocabulary (OOV) problem when inferring functions that
contain unknown instructions during training.

To mitigate this problem, the instructions should be normalized
before participating in experiments3. Inspired by the related studies
[11, 24, 57, 75], we empirically set the following rules to normalize
instructions: (1) Retaining all the mnemonics and registers. (2) Re-
placing all the constant values with <POSITIVE>, <NEGATIVE> and
<ZERO> (i.e., only considering the sign of the value). (3) Replacing
all the internal function addresses with <ICALL>. (4) Replacing all

3Assembly instructions in this paper adopt the Intel syntax, i.e., op dst, src(s).

the library function names with <ECALL:function_name>. (5) Re-
placing all the destinations of local jump with <LOCALJUMP>. Fig. 3
illustrates an example of instruction normalization.

mov eax, ebx

push 80h

push 0

call sub_4DF0

call _fwrite

jz short loc_DD58

lea esp, [ebp-0Ch]

lea edi, [eax+10h]

mov eax, ebx

push <POSITIVE>

push <ZERO>

call <ICALL>

call <ECALL:_fwrite>

jz <LOCALJUMP>

lea esp, [ebp+<NEGATIVE>]

lea edi, [eax+<POSITIVE>]

Figure 3: An example of instruction normalization. The left
part is the original instructions, and the right part is the nor-
malized instructions.

Instruction normalization is similar to the stemming and lemma-
tization of words in Natural Language Processing (NLP). The latter
is to restore different forms of words to the original forms before
actually experimenting. For example, cats to cat (stemming) and
driving to drive (lemmatization). The purpose of both is to de-
crease the diversity of data (instructions or words) while keeping
the basic semantics unchanged.

3.2.2 Instruction-level CFG. The assembly code snippets can be
represented as CFGs according to the control transfer mnemonics
such as jmp and je. A canonical CFG is comprised of basic blocks
and jump control flows. The nodes portray basic blocks, and the
edges portray jump control flows. In our experiments, we refine
the canonical CFG and construct the Instruction-Level CFG (IL-
CFG). Specifically, we split the basic block into several instructions
and add the sequential control flows. The nodes of IL-CFG portray
instructions, and the edges portray control flows (both jump and
sequential). Fig. 4 shows an example.

4091AE: test  eax,eax

4091B0: je    0x4091BA

4091B2: test  [rbx],0x100

4091B8: jne   0x4091C8

4091BA: mov   rdi,rbx

4091BD: pop   rbx

4091BE: jmp   0x401D60

4091C3: call  0x401DA0

4091C8: mov   rdi,rbx

4091CB: mov   edx,0x1

test  eax,eax

je    0x4091BA

test  [rbx],0x100

jne   0x4091C8

mov   rdi,rbx

pop   rbx

jmp   0x401D60

call  0x401DA0

mov   rdi,rbx

mov   edx,0x1

Figure 4: An example of Instruction-level CFG. The left part
is the assembly code snippet, and the right part is the corre-
sponding IL-CFG.

Notably, constructing IL-CFG does not require heavyweight bi-
nary analysis such as data-flow analysis. Loosely speaking, the
disassembler only needs to recognize the control transfer mnemon-
ics so that the construction process is fast.
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3.2.3 Graph-based Embedding. We adapt DeepWalk [62] for in-
struction embedding based on the IL-CFG representation. DeepWalk
is an unsupervised graph embedding technique. It can generate
structure-sensitive instruction embeddings, allowing NFRE to use
the control-flow information. DeepWalk is internally based on the
Skip-gram [58] model for embedding. The Skip-gram model is ini-
tially used in NLP for word embedding. In the following, we briefly
introduce the Skip-gram model and the DeepWalk algorithm.

Skip-gram. Skip-gram [58] is a widely used word embedding
model. It learns embeddings from the context in which a word
occurs. As a result, if two words have similar meanings or usage,
their embeddings will be close to each other in the high-dimensional
space; otherwise, far away (e.g., “Paris” is close to “Tokyo”, while
far away from “Apple”). The essence of the Skip-gram model is a
shadow neural network with only one hidden layer, and it uses the
current word to predict the surrounding words. In practice, there is
a sliding window moving on the text, treating the middle word as
input and targeting the other words in the window. The training
sample exists in pair (x,y), where x is the input, and y is the target.
The training objective is to adjust word embeddings so that they
can be used to predict the surrounding words accurately.

DeepWalk. Graph embedding is a conversion of graph data (e.g.,
nodes, edges, substructures, or the whole graph) into embeddings. It
learns a mapping from the graph into the embedding space in which
the relevant information of the graph is maximally preserved [14].
DeepWalk [62] is an unsupervised graph embedding algorithm. It
works based on the Skip-gram model. There are two main steps:
(1) Sampling node sequences through a random walk strategy. (2)
Using the sampled sequences as corpus and adapting the Skip-gram
model for node embedding. Since the node sequences are generated
by a random walk on the graph, the node embeddings potentially
aggregate the structural information of the graph.

The original DeepWalk algorithm runs on a single large graph.
However, our data is a batch of IL-CFGs. Here we adopt an alter-
native strategy to suit our needs. To generate the training corpus
for the Skip-gram model, we perform the random walk and sample
instruction sequences on each IL-CFG. In other words, we assume
that there is a large virtual graph that contains all the instructions
and control flows of the dataset. Each IL-CFG is a sub-graph of
it. We run the DeepWalk algorithm on each sub-graph instead of
running on the virtual graph. In the pre-experiments, we found it
worked.

3.3 Neural Prediction Model
The prediction model of NFRE is based on the encoder-decoder
paradigm. Given a disassembly function body, it takes the normal-
ized instruction sequences as input, which naturally utilizes the
sequence information of assembly code. After inference, it outputs
the tokens that form the function name (i.e., from instruction se-
quence to token sequence). In the following, we briefly introduce
the encoder-decoder paradigm.

Encoder-Decoder Paradigm. Encoder-decoder paradigm iswidely
used for sequence translation tasks, such as Neural Machine Trans-
lation (NMT) [8, 65, 66]. The input sequence is encoded into a
context vector by the encoder, while the decoder decodes the vector

into target data. The types of encoder and decoder are usually Re-
current Neural Network (RNN) to handle variable-length sequences
[8, 20, 65]. Some studies also use other structures, such as Convo-
lutional Neural Network (CNN) [18], Transformer [66] and GNN
[9, 10, 22].

The prediction model is simple yet effective. The encoder of our
model is a Bidirectional LSTM (BiLSTM) network. Compared with
the (unidirectional) LSTM, it can capture the association of both the
current instruction and the previous/next instruction. The decoder
is an attentional LSTM network that is incorporated with the atten-
tion mechanism [56] to capture the long-distance dependencies of
instructions.

3.3.1 Fine-Grained Utilization of Library Functions. There are two
linking mechanisms for binary executables, static or dynamic link-
ing—the former bakes all the library functions required for the
program into executables at the linking stage. The latter only bakes
the references (i.e., library function names) into files, and the actual
linking is performed by OS when the binaries load to the memory.
For the dynamically linked binaries, library function names are
retained after stripping because the Linux OS needs to locate the
function bodies from libraries by names. The intact library func-
tion names are precious because they bring additional semantic
information. As the callee, the library function is directly related to
the functionality of the caller. Our statistics show that over 30% of
functions have at least one token, which appears both in its name
and the library function names it invokes.

NFRE utilizes the library function names in a fine-grained man-
ner. Inspired by the practice of [22], we tokenize library function
names into multiple tokens. Then we use them along with the
instruction sequences as input in the hope that they can provide
auxiliary information for the prediction model. The intuition is
that each token is potentially related to the functionality of the
caller. Compared with treating each library function as a whole,
this practice can utilize the semantic information in a fine-grained
manner and alleviate the OOV problem.

4 DATASET CONSTRUCTION
In this section, we elaborate the methodology of dataset construc-
tion, including two data-preprocessing approaches for mitigating
label noise and sparsity problems.

4.1 Overview
We opt for the software provided by Ubuntu [15] as the data source.
As a popular Linux OS, Ubuntu provides its users with the compiled
software packages (*.deb files) for easy installation, covering tens
of thousands of software projects (e.g., redis, nginx and gcc). The
debug symbol packages (*.ddeb files) are also offered for debug-
ging [16]. The software is compiled by different compilers under
various compiler options, ensuring a rich variety in our dataset. We
use IDA Pro [36] to disassemble binaries, assigning the developer-
chosen names to the functions in stripped binaries by address. In
accordance with [22, 34], we choose the programs written in C
language to construct our dataset.

Table 1 details the statistics for the raw datasets (NFRE-x86/x64-
Raw). For each architecture, almost 30,000 binaries from roughly
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7,400 projects are involved in the dataset construction. Table 1 also
shows the statistics for the datasets used by DEBIN and Nero. Since
the authors of DEBIN have not publicly released their dataset so far,
we can only get the limited information from their paper [34]. In
comparison with the datasets used in existing studies, our dataset
contains much more binaries. On the one hand, this makes our
experiments more persuasive. On the other hand, it also increases
the difficulty of data preprocessing and puts forward higher re-
quirements on the time efficiency of our framework in turn. Here
we additionally give the volume information to gain a general un-
derstanding of our dataset: The total size of unstripped binaries is
about 14GB (13.18GB of x86 and 15.04GB of x64). About 91% (92.53%
of x86 and 90.65% of x64) of binaries are less than 1MB, and about
1.6% (1.29% of x86 and 2.04% of x64) of binaries are larger than
5MB. The average number of instructions per function is roughly
90 (96.78 of x86 and 86.52 of x64).

Table 1: Statistics on the number of projects, binaries, func-
tions of the datasets.

Dataset # Projects # Binaries # Functions

NFRE-x86-Raw 7,375 29,696 3,742,027
NFRE-x86-Denoised - - 3,098,486
NFRE-x86-Deduplicated - - 1,457,426

NFRE-x64-Raw 7,408 27,686 3,335,643
NFRE-x64-Denoised - - 2,886,458
NFRE-x64-Deduplicated - - 1,361,092

DEBIN [34]1 - 3,000 -
Nero [22]2 91 541 67,8803
1 DEBIN has three versions for x86, x64, and arm binaries. For each version, the
dataset consists of 3,000 binaries. Since the authors have not publicly released
their dataset, we can only get limited information from their paper.

2 The dataset of Nero only contains x64 binaries.
3 Without function-level deduplication.

4.2 Label Noise Mitigation
To help alleviate label noise, we adopt a detection-based strategy.
The general idea is to find as many noise samples as possible and
then filter them out from the dataset. To this end, a binary classifier
is built to judge whether a function name is descriptive (meaning-
ful). It is inspired by the practice of Domain Generation Algorithms
(DGAs) detection [60, 73]. DGAs are used to automatically generate
pseudo-random names (e.g., asedfvfwk.com) to evade blacklist-
based detection. Distinguishing them from the normal names is
similar to the current problem. Specifically, we use the n-gram of
function names as features. We opt for unigram (n = 1) and bigram
(n = 2), building a 702-dimensional (26+26 × 26) feature vector
for each name. The frequency of the combinations of n charac-
ters is counted to compose different dimensions. Then we leverage
Gradient Boost Decision Tree (GBDT), an ensemble machine learn-
ing algorithm, to build the classifier. In the following, we briefly
introduce the GBDT algorithm.

Gradient Boost Decision Tree. Decision Tree is a supervised
learning model. It is a tree-structured classifier, where internal

nodes represent the features of a dataset, branches represent the
decision rules, and each leaf node represents the outcome. The
input propagates from the root to a leaf node of the tree, where
the final classification decision is made. Gradient Boost Decision
Tree [28, 29] is an ensemble algorithm. In principle, it builds one
decision tree at a time and corrects the error made by the previous
tree. Predictions are based on the entire ensemble of trees together
that make the final prediction.

Training such a binary classifier needs a large number of anno-
tated samples (both meaningful and meaningless). The meaningful
function names are collected from the most popular projects in
GitHub [31]. The assumption is that the popular projects are gen-
erally well-documented, and the functions are usually well-named.
We automatically scrape thousands of top-starred projects, cover-
ing Java, Python and C languages. Then we use parsers [25, 26] in
combination with regular expressions to extract function names.
As a result, we get roughly four million function names as mean-
ingful samples. As for meaningless samples, we use a trick in this
case. Since the meaningless function names are essentially pseudo-
random texts, we write a Python script to generate pseudo-random
texts just like DGAs, and then we use the outputs as the meaning-
less samples. According to our preliminary evaluation, the classifier
achieves roughly 80% F1-score (based on a dataset of 2,000 represen-
tative samples screened manually, in which the ratio of positives
and negatives is 1:1). Given a binary executable, if more than 60%
of the functions are judged to be noise samples, we discard all the
functions in it.

Table 2: Qualitative examples of the detected non-
descriptive function names.

Project Meaningless Function Names

weight-
watcher

zpnrev, codfwd, copfwd, airfwd, coofwd, sphfwd,
tnxfwd, qscfwd, molfwd, cscfwd, cypfwd, glsfwd,
wcsfwd, aitfwd, tnxrev, tscfwd, pcofwd, ...

yabause-qt
yabause-gtk

OP_0x0010, OP_0x0018, OP_0x001F, OP_0x0020,
OP_0x0027, OP_0x0028, OP_0x0030, OP_0x0038,
OP_0x0039, OP_0x003C, OP_0x0040, ...

qemu-user-
static

_vslh, _vslw, _vsr, _vsrb, _vsrh, _vsrw, _vsubcuw,
_vsubeuqm, _vsubfp, _vsubuwm, _vupkhpx, _vslb,
_vupkhsb, _vupklpx, _vupklsb, _xmknod, ...

libz80ex1
op_CB_0xaf, op_CB_0xdf, op_DDCB_0x00,
op_CB_0xef, op_CB_0xfd, op_DDCB_0xfe,
op_FDCB_0x00, op_FDCB_0x01, op_FD_0x02, ...

chicken-bin
f_1028, f_10284, f_10286, f_10287, f_1029, f_10290
f_10292, f_10296, f_10296_0, f_10297, f_10304,
f_10306, f_10308, f_10318, f_10322, f_10324, ...

Table 2 shows the qualitative examples of the detected noise
samples. By analyzing the detected function names, we discover
some naming patterns (e.g., OP_XXXX, f_XXXX and op_XXXX_XXXX).
They may be generated by specific code obfuscation techniques.
According to the fixed naming patterns, we use regular expression-
based matching to further find out the pseudo-negative samples
that are missed by the detection.
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The statistics for the denoised datasets are shown in Table 1
(NFRE-x86/x64-Denoised). About 15% (17.20% of x86 and 13.47% of
x64) of the functions are classified into noise samples and removed
from the datasets.

4.3 Label Sparsity Mitigation
The general idea to mitigate label sparsity is to establish associa-
tions among tokens that have similar meanings. We should find out
these tokens first. As mentioned in earlier sections, the dictionary-
or rule-based stemming and lemmatization in NLP can restore dif-
ferent forms of words to the original forms. However, they are
weak at processing function names due to the use of abbreviations,
which is a primary reason for the diversity of function names [27].
Most abbreviations are not standard English words (e.g., cmp for
compare, conn for connect) and they are prone to be OOV. In addi-
tion, synonyms are also interchangeably used in function naming,
such as argument and parameter.

In our experiments, we notice that the semantically similar to-
kens usually have similar contexts. For example, given two function
names getMessageType and getMsgType. The message and the
msg are standard word and its abbreviation, while other tokens
(get and type) in the two function names are the same or simi-
lar. Based on the above observation, a general idea is to leverage
Skip-gram [58] for token embedding, and then find out context-
similar tokens based on the cosine distance. The Skip-gram model
is detailed in earlier sections.

We propose a hybrid approach that combines data-driven idea
and empirical rules to summarize semantically similar tokens. Firstly,
we adapt the Skip-gram model to perform token embedding. We
treat each function name as a separate window. Each token in the
function name will be treated as input while the other tokens as
targets. Fig. 5 illustrates an example. After embedding, tokens with
similar contexts will be closed to each other in the embedding
space. Next, for each token t , we extract the top n tokens closest to
it as the candidates lt . Formally, the overall candidate list L can be
represented as

L = [l1, ..., lP ] (1)

lt = [α1, ...,αn ], 1 ≤ t ≤ P (2)
where P is the number of unique tokens. αi is one of the candidate
tokens. In our experiments, the size of token embeddings is 128 and
n is set to 80.

http cmp conf addr

wt

c1 c2 c3

Figure 5: The function name is http_cmp_conf_addr, which
can be split into four tokens: http, cmp, conf and addr. When
performing token embedding, we use the current token wt
(cmp) to predict the contexts c1 (http), c2 (conf) and c3 (addr).

The data-driven idea allows us to obtain each token with the
top n tokens with similar contexts. In order to further narrow the
scope, we use the empirical rules to filter the candidates. Given a

Table 3: Qualitative examples of the semantically similar to-
kens.

Word Semantically Similar Tokens

parameter parms, argument, arguments, args, arg, param, ...

subscribe subscription, subscriber, subscriptions, ...

debug dbg, debugger, debugging

print fprint, sprintf, fprintf, oprint, printf, eprintf

equal equals, equivalent, eq, unequal

attribution property, attributes, prop, attr, attribute, properties

authorization auth, authentication, authenticate, oauth, ...

error err, error, errno, errors, errorhandler

compare cmp, comparison, comparator, comp, comparable, ...

function func, procedure, funcs, procedures

token a in lb and a token b in la , if they meet any of the following
rules, we consider that they may be semantically similar:

(1) a starts with b or b starts with a.
(2) The first letter of a is the same as the first letter of b, and the

Levenshtein similarity [6] between a and b is larger than 0.6.
(3) The last letter of a is also the same as the last letter of b, and

the Levenshtein similarity is larger than 0.6.
(4) a and b are synonyms.

The first rule is for the case of conn, connect, connecting and
connected. The second rule is for the case of send and sent. The
third rule is for the case of str and cstr. The last rule is for the
case of argument and parameter. We utilize WordNet [59] to judge
whether two words are synonyms. In summary, the first three rules
are about the morphology, while the last one is based on semantics.

In our experiments, the hybrid approach automatically summa-
rized about 7,000 groups of tokens. Then we performed the manual
inspection for more accurate results. Since the hybrid approach has
dramatically narrowed the scope, empirical inspection is entirely
feasible at this time, which removes unreasonable tokens or entire
groups. Overall, the inspection cost about 4 man-hours, and roughly
2,000 groups of tokens remain. According to our statistics, the sum-
marized tokens account for roughly 10% of the vocabulary, but they
appear in more than 80% of function names. The qualitative exam-
ples are shown in Table 3. The hybrid approach can find out the
different forms of a word (e.g., equal, equals and equivalent),
the abbreviations (e.g., dbg and debug) and the synonyms (e.g.,
argument and parameter).

For the training set, we restore the tokens in a cluster (which is
merged by groups and consists of all semantically similar tokens)
to a single token. When testing or inference, if the model outputs a
token in the same cluster as ground truth, we deem it a success.

4.3.1 Synonyms Effectiveness. Here we elaborate on the role of
synonyms for mitigating label sparsity. The synonyms mainly
serve as bridges. For instance, the embedding-based mining and
morphology-based rules can discover (argument,arg,args) and
(parameter,param,params), but they cannot associate the two
clusters. Once argument and parameter are identified as synonyms,
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the two clusters can merge into one. There are some other cases,
e.g., (function,func,funcs) and (procedure,procedures).

4.4 Deduplication
Prior studies [22, 34] perform file-level deduplication in their exper-
iments. In other words, there are no two identical binaries in their
dataset. However, for reasons such as code reuse and the use of
libraries, such a coarse-grained practice cannot avoid function-level
duplication. When checking the dataset released by Nero [22], we
found that some functions (e.g., _start) in the test set also appear
in the training set. From the data mining perspective, it is a mistake
called data leakage [43], resulting in exaggerating results. Never-
theless, some researchers argue that it is reasonable to allow such
duplication since reverse-engineering binaries that link against
known libraries is a realistic use case [49].

In this paper, we adopt a more comprehensive strategy. Firstly,
we perform function-level deduplication before splitting the dataset
into training, validation, and test sets. As shown in Table 1 (NFRE-
x86/x64-Deduplicated), the number of functions has been re-
duced by roughly 53% (52.96% of x86 and 52.85% of x64). It is thor-
ough deduplication to avoid double counting. Then we refer to the
practice of [49]. For each model, we use two test sets for evalua-
tion. The first set is composed of known functions, which means
the functions have appeared in the training set. The second set is
comprised of unknown functions (i.e., the functions that do not
appear in the training set). It is the actual test set from the data
mining perspective. We randomly select the same number of sam-
ples from the training set as the actual test set to form the first set.
In this way, we can observe not only the performance of NFRE for
known functions, but also its generalization capability for unknown
functions.

5 EVALUATION
We conduct extensive experiments to answer the following research
questions:

RQ1. How effective is NFRE in assigning names to functions of
stripped binaries? (Section 5.2)
RQ2.How does each component of NFRE contribute to its efficacy?
(Section 5.3)
RQ3. Do the label noise and sparsity problems indeed affect the
usability of the dataset? (Section 5.4)
RQ4. How does NFRE perform in comparison with existing tech-
niques? (Section 5.5)

5.1 Experimental Setup
5.1.1 Environment. We used an Ubuntu 16.04 machine with Intel
Core i7 8700k, GeForce GTX 1080Ti and 64GB RAM to perform ex-
periments. We used Python language with OpenNMT [46], Gensim
[64], scikit-learn [61], XGBoost [19] and python-Levenshtein [6] to
implement the framework.

5.1.2 Dataset Partition. We split the dataset into training, valida-
tion, and test sets at the function level. The number of functions
in the training set accounted for 80% of the whole dataset. The
validation set and the test set accounted for 10%, respectively.

5.1.3 Function Name Tokenization. For the function names that
follow the canonical naming conventions (e.g., camel case like
setConnPort and snake case like set_conn_port), we can tokenize
them via the symbol “_” or upper case letters. However, function
names without obvious splitting marks, such as setcmdfmt, are
also prevalent in the dataset. For these function names, we followed
the practice in [49], using SentencePiece [48] to tokenize them. It
splits function name setcmdfmt into set, cmd and fmt based on
the statistics of token frequency [47].

5.1.4 Hyper Parameters. The dimension of instruction and token
embeddings is 128. We used a 2-layer BiLSTM with 500 hidden
states as the encoder and a 2-layer LSTM with 500 hidden states
as the decoder. The dropout rate is experimentally set to 0.3, ran-
domly dropping 30% of the cell’s output. We adopted negative
log-likelihood loss and the teacher forcing strategy for training.
Then we trained the model by Adam optimizer [44] with an initial
learning rate of 0.001. The batch size is 64. We trained the model
for 1000 thousand steps at most and performed validation every 20
thousand steps. If the performance does not improve for 3 valida-
tion steps (early stopping) or the gradient vanishes, the training
will be terminated. We used the beam search strategy in inference,
and the beam size is set to 10.

5.1.5 Metrics. In accordance with Nero [4, 5, 22], we used Preci-
sion, Recall, and F1-score to evaluate the performance of NFRE
with its variations and the existing techniques. The metrics are
token-level, case-, order-, and duplication-insensitive, and ignor-
ing non-alphabetical characters. Given a predicted function name
X̂ : {x̂1, ..., x̂ j } and the ground truth X : {x1, ..., xk },

TP =
j∑

i=1
I{x̂i ∈ X }, FP =

j∑
i=1
I{x̂i < X }, FN =

k∑
i=1
I{xi < X̂ } (3)

the metrics are defined as

Precision =
TP

TP + FP
(4)

Recall =
TP

TP + FN
(5)

F1-score =
2 × Precision × Recall
Precision + Recall

(6)

where xi (x̂i ) is a token in function name, I is the indicator function,
I{true} = 1 and I{ f alse} = 0. The results presented in this paper
are the average results. It should be noted that there is another
definition of Precision and Recall [3], and the difference is in the
denominator. For Precision, they use the length of X̂ (i.e., j) as
denominator, which is equal to TP + FP. For Recall, they use the
length of X (i.e., k) as denominator, which is not always equal to
TP + FN. This definition also makes sense. In the pre-experiments,
we found the difference of two definitions has slight effect on results.

When comparing with existing techniques, we additionally intro-
duced a metric to measure the efficiency, which is the average time
cost of feature extraction for each binary executable. It can reflect
the feasibility of the technique in the real world. We tried to align
the model configurations (e.g., workers) to make the results reason-
able. Note that we omitted the training time of prediction models
because it is highly related to the training steps and equipment. In
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fact, we found that the training of model is not the main concern
for time efficiency because the computation of neural networks can
be greatly accelerated by GPU. It is the binary analysis stage that
most affects the overall training and inference time.

5.2 Overall Effectiveness
The results are shown in the last row of Table 4. When assign-
ing names for known functions, NFRE achieves roughly 40% pre-
cision, 34% recall, and 36% F1-score. When assigning names for
unknown functions, NFRE maintains an acceptable capability of
generalization, achieving more than 32% precision, 27% recall, and
28% F1-score. It should be noted that the performance of the ma-
chine learning model on the training set (known functions) and
test set (unknown functions) is not always positively correlated.
There is a trade-off, and an extreme case is overfitting. At that time,
the model performs quite well for the known samples but poorly
for the new samples. The left side of Table 5 displays the qualita-
tive examples of the predictions for function samples, such as file
operation, and network communication.

Answer to RQ1: Overall, NFRE achieves 36% precision, 31% recall,
and 32% F1-score for the function name reassignment in stripped
binaries.

5.3 Component Contribution
We conducted an ablation study to validate the contribution of
structural information and library function names to the overall
performance of NFRE. For the NFRE that ablates structural informa-
tion, we used the randomly initialized instruction embeddings as
the input of the prediction model. For the NFRE that ablates library
function information, we no longer used the tokens from library
function names as additional input. Instead, we treated all library
function names as indistinguishable and assigned them a uniform
name <ECALL>. It also represents the scenario where the library
function name is obfuscated. At this time, NFRE has to perform
inference in the absence of the semantic information provided by
library function names. As a reference, we also show the results of
the basic NFRE that neither uses structural information nor library
function information in the antepenult row of Table 4.

The upper part of Table 4 shows the results for the variants of
NFRE that ablate different components. Briefly, both the structural
information and library function names contribute to the ultimate
effectiveness of NFRE. The right side of Table 5 shows the predic-
tions made by the incomplete NFRE. The ablation of any component
will affect the overall effectiveness of NFRE.

Answer to RQ2: Each component of NFRE contributes to the over-
all effectiveness.

5.4 Data Impact on Model
Based on the intuition that the label noise and sparsity problemswill
affect the usability of the dataset, we present two data-preprocessing
approaches described in earlier sections for mitigation. Here we val-
idated the significance of this practice. For each architecture, we ran-
domly selected some samples from the corresponding raw dataset
(i.e., NFRE-x86/x64-Raw) and constructed a sub-dataset. The number
of functions in sub-dataset is the same as that of the preprocessed

dataset (i.e., NFRE-x86/x64-Deduplicated). Then we trained the
basic NFRE on the sub-dataset while keeping the hyper-parameters
unchanged.

The results are shown in the penultimate row of Table 4. In
consistent with our previous expectations, the model trained on the
raw dataset has lower performance than that on the preprocessed
dataset. It demonstrates the significance of mitigating label noise
and sparsity problems.

Answer to RQ3: The label noise and sparsity problems indeed
affect the usability of the dataset and hurt the performance of the
model. It is significant to perform data preprocessing for mitigation.

5.5 Comparison with Existing Techniques
We compared NFRE with DEBIN and Nero, respectively. Like [49],
we encountered the problem that it is impractical to train DEBIN
and Nero on our full dataset due to time and resource restrictions.
Therefore, we adopted an alternative but reasonable strategy: We
trained NFRE on their dataset (or the same scale dataset as theirs). In
the interest of fairness, we did not introduce any data-preprocessing
approaches (including deduplication) described in earlier sections
to avoid the potential bias in favor of NFRE.

5.5.1 Comparison with DEBIN. Since the authors of DEBIN have
not publicly released the dataset till now, we built the same scale
dataset with our data. As mentioned in their paper [34], for each
architecture, the authors used a dataset composed of 3,000 binaries
to evaluate DEBIN (2,700 for training and 300 for testing). We
followed their practice and randomly selected 3,000 binaries (per
architecture) from our dataset. Then we trained and evaluated
DEBIN and NFRE on the alternative dataset. Notably, DEBIN also
chooses the software provided by Ubuntu as data sources so that
this strategy is generally reasonable.

The results are summarized in Table 6. NFRE achieves higher
precision, recall, and F1-score than DEBIN while consuming much
less time. Particularly, NFRE outperforms DEBIN by a relative F1-
score improvement of roughly 32% (33.90% of x86 and 30.56% of
x64). As for time efficiency, DEBIN needs to perform heavyweight
binary analysis, including binary lifting, variable recovery, and
data-flow analysis, to construct the variable dependency graph.
The entire process is much more time-consuming than CFG con-
struction, causing DEBIN to consume more than twenty times that
of NFRE. Considering the limitations of DEBIN (i.e., the non-neural
design and the exact match problem), the overall result is in line
with our expectations.

5.5.2 Comparison with Nero . The authors of Nero have released
their dataset at [71]. They divide the binaries into three folders,
TRAIN, VALIDATE and TEST, which contain 483, 45 and 13 binaries,
respectively. We trained NFRE based on their original partition of
the dataset.

The results are summarized in Table 7. We present two sets
of results. The former is under the original setup used in their
paper, which means that the training and test sets overlap and both
the training and test sets contain duplicate functions. However,
the results obtained in such a data-leakage manner cannot reflect
the generalization capability of the model for unknown functions.
To this end, we performed another statistic. In this case, we only
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Table 4: Experimental results of NFRE and its variations that ablate different components.

Model x86 x64
Prec. Rec. F1. Prec. Rec. F1.

NFRE w/o Structural Information 35.55 / 30.83 29.55 / 25.63 31.23 / 27.06 40.74 / 30.03 35.71 / 24.95 37.05 / 26.31
NFRE w/o Library Function Names 31.02 / 27.42 27.23 / 24.03 29.41 / 26.10 38.75 / 28.25 32.43 / 24.23 34.17 / 24.82
NFRE w/o StrucInfo. & LibF. 30.79 / 26.66 25.62 / 22.40 27.06 / 23.52 37.40 / 27.12 31.83 / 22.92 33.40 / 24.01

NFRE w/o StrucInfo. & LibF. (Raw Data) 26.41 / 22.17 21.61 / 21.31 22.95 / 22.33 33.05 / 22.73 27.79 / 21.86 29.29 / 22.88

NFRE 39.41 / 32.35 34.19 / 28.19 35.66 / 29.25 41.00 / 31.10 34.71 / 26.35 36.50 / 27.52
The former results come from the evaluation on known functions, and the latter results come from the evaluation on unknown functions.

Table 5: Qualitative examples of the predictions made by NFRE and its variations that ablate different components.

Label

Prediction Model
NFRE NFRE w/o StrucInfo. NFRE w/o LibF. NFRE w/o both.

stop timer reset timer set i timer set timer sig handler
rt read packet vers a tile read packet pcap read packet read packet xf rd recv packet
jpeg encode raw jpeg decode frame jpeg get data x frame decode frame mus percent convert
write event tree to print string print tree write node print tree print p p results
string free erase free x free cleanup lambda widget destroy event
active connection get by path find connection by name get device by name get name get uri
report create list create hash table create acpi ut create mutex acpi ut create object
sec pkcs content type sec pkcs choose content type get content length sec pkcs hash ssl cipher pref get
ssl load priv key ssl load key load cert load key file open file
set input name blk id partition set name set string gw db category set name config set string

Table 6: Comparison with DEBIN.

Model x86 x64 TimePrec. Rec. F1. Prec. Rec. F1.
DEBIN [34] 29.48 29.30 29.35 27.27 27.17 27.19 >90s

NFRE 38.94 40.10 39.30 35.12 36.64 35.50 ≈4s

counted functions that do not appear in the training set, producing
the latter results.

As shown in Table 7, NFRE outperforms Nero by a relative F1-
score improvement of 16.23% (under the original setup) and 127.75%
(eliminating data-leakage). Most notably, the metrics of Nero and
NFRE drop sharply when the training and test sets do not overlap.
It indicates that the models suffer from serious overfitting at the
moment, so the generalization capability is weak. This phenom-
enon is predictable. It confirms our standpoint: For the current
issue, the learning-based model cannot effectively learn the data
distribution from such a small dataset, and it is prone to be over-
fitted. Comparing the results of NFRE in Table 4 and that in Table
7, we can observe the difference in the generalization capability of
the learning-based model trained on different scale datasets. Ben-
efiting from the large-scale dataset, NFRE in Table 4 has better
generalization capability for unknown functions. It demonstrates
the significance of the large-scale data for the current issue. Table 7
also shows the time efficiency of the two models. Since recovering
call arguments requires deep data-flow analysis, the overhead is
also expensive, resulting in the inefficiency of feature extraction.

Benefiting from the easier-to-get features, NFRE is much more
efficient than Nero.

Answer to RQ4: In comparison with existing techniques that re-
quire heavyweight analysis, NFRE is much more effective and effi-
cient.

Table 7: Comparison with Nero.

Model Prec. Rec. F1. Time

Nero [22] 40.17 / 2.26 39.86 / 2.14 39.87 / 2.09 >90s
NFRE 47.00 / 5.16 46.25 / 4.79 46.34 / 4.76 ≈4s

The former results come from the original setup in the paper of Nero. And
the latter results come from the statistics after eliminating data leakage.

6 DISCUSSION & LIMITATION
We have demonstrated the superiority of NFRE over existing tech-
niques. In this section, we discuss the failuremodes and the practical
applicability of our approaches.

Failure Modes.We analyze the failure modes of NFRE in the hope
of providing insight for subsequent studies. It should be noted that
the failure modes of a learning-based framework are complex, in-
volving data and models. Since the interpretability of deep neural
networks is not clear, we can only tentatively explore from the
data perspective. Specifically, we focus on the following factors:
(1) The ratio of input (i.e., # of instructions) to output length (i.e.,
# of tokens). (2) The token imbalance in function names. The for-
mer is raised based on the property of the sequence-to-sequence
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model, while the latter is presented from the perspective of data
imbalance. We have experimentally explored the effect of the above
factors on the model performance, and here we briefly describe
and analyze our findings. For the former factor, we found that the
ratio of input to output length is negatively correlated with the
overall prediction results. In other words, given a function, the
more disparate the number of instructions to the number of tokens,
the worse the results tend to be. For the latter factor, we found the
function names consisting of high-frequency tokens tend to have
better scores, while the low-frequency tokens are usually hard to be
predicted correctly. According to our experiments, we found that
the characteristics of tokens exhibit long-tailed distribution, where
small number of tokens (e.g., get and set) appear very often while
most of the others appear more rarely. The model tends to output
the high-frequency tokens to get higher scores but neglects the
learning of low-frequency tokens. The reason for this phenomenon
is data imbalance, which has generally affected learning-based tech-
niques. Approaching long-tailed distribution data is a promising
direction in the field of machine learning-based application.

Practical Applicability. In our experiments, we built a domain-
unspecific dataset, which means the dataset tries to simulate all
possible cases of function naming. Existing studies [22, 34] also
adopt this strategy to construct their datasets. Although NFRE has
better performance than existing techniques, the metrics are still
relatively low, especially for the inference of unknown functions.
Therefore, the current NFRE can hardly be said to have good prac-
tical applicability. Nevertheless, we emphasize that the low metrics
are mainly affected by the dataset. Such a domain-unspecific and
diverse dataset allows to evaluate the model for general purpose,
but it also causes the complexity of the current issue to tend to
be infinite. Empirically, if the issue can be limited in scope (e.g.,
domain-specific prediction), the complexity will be much lower. In
this way, the distribution of samples in the dataset will be more
clear, and the learning-based model can also achieve higher per-
formance and show better practical applicability. Domain-specific
application is also a promising direction for the current issue. In
summary, the current issue is worth studying and requires more
research efforts.

7 RELATEDWORK
In this section, we briefly survey the related work about data-driven
function name prediction and debug information recovery.

Predict Function Names from Source Code. Predicting func-
tion names from source code usually refers to the source code
summarization task, which generates brief natural language de-
scriptions for source code snippets. Allamanis et al. [3] presented a
convolutional attention network to summarize source code. LeClair
et al. [51] proposed a NMT-based model that used code sequences
and Abstract Syntax Tree (AST) as input. Their model has two inde-
pendent encoders. One is used to accept the code sequences, and the
other is used to accept AST. Alon et al. [5] proposed a path-based
attention model to embed code snippets. They represented code
snippet as AST and discomposed AST as a bag of paths. Fernan-
des et al. [27] proposed a GNN-based model. They used a GNN-
based encoder to encode AST and an RNN-based encoder to encode
code sequences. Ahmad et al. [1] proposed a Transformer-based

approach to summarize code. Since the function bodies usually
contain some tokens used in the corresponding function names,
some researchers used the copy mechanism to directly copy tokens
from function bodies [3, 27].

Predict Function Names from Binary Code. DEBIN [34] and
Nero [22] are the only two published studies on this issue, which
have been detailed in earlier sections. Since Nero [22] also opts
for the neural prediction model based on the encoder-decoder par-
adigm, it is necessary to make a comparison between Nero and
NFRE. From the model perspective, the primary difference is the
encoder network. Nero opts for a 4-layer Graph Convolutional Net-
work (GCN) [45] as the encoder to utilize the structural information
brought by CFG. Since the multiple propagations between a node
and its nearby neighbors, the multi-layer GCN model suffers from
the over-smoothing problem [54, 74]. In brief, the features of nodes
within each connected component gradually converge to the same
value during training. As a result, it makes the nodes indistinguish-
able, thereby hurting the model performance. In contrast, BiLSTM
encoder is maturer. It has better scalability and robustness in the
face of large-scale and diverse data. Additionally, Nero merely uses
a GCN-based encoder, which means the abandonment of the se-
quential information of assembly code [68]. It utilizes the tokens
used in library function names and the restored arguments as fea-
tures, resulting in narrower application scope (discussed in Section
2.2.2). By contrast, NFRE uses the instruction sequences as features,
more general and fine-grained. It can capture the instruction-level
differences, which is more subtle.

Predict Debug Information in Binaries. It is recognized that
debug information can be of great help to reverse engineering.
In recent years, many researchers focus on the recovery of debug
information in stripped binaries. They put efforts to predict variable
names [34, 39, 40, 49], variable types [34, 53], function names [22,
34], function types [21, 34] and library function names [38]. We
recommend the interested readers refer to the above papers.

8 CONCLUSION AND FUTUREWORK
We study the issue of reassigning descriptive names for functions
in stripped binaries. To overcome the inefficiency caused by heavy-
weight binary analysis, we present the Neural Function Rename
Engine (NFRE), a lightweight framework for function name predic-
tion. Additionally, we construct a large-scale dataset for training
and evaluation, and we propose two data-preprocessing approaches
to help mitigate label noise and sparsity problems. Experimental
results demonstrate the significance of our data-preprocessing ap-
proaches and show that NFRE is much more effective and efficient
than existing techniques. NFRE outperforms DEBIN and Nero by a
relative F1-score improvement of 32% and 16%, respectively, while
the time consumed for binary analysis is much less.

In this paper, we conduct research entirely at the assembly level.
The features used in NFRE do not involve the higher-level abstrac-
tions brought by decompilation. On the one hand, this is for light-
weight purpose. The decompilation will affect the efficiency of our
framework. On the other hand, this is to not introduce additional
undecidability. The correctness of the decompiled output is our
main concern. Nevertheless, a recent study [55] points out that
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modern C decompilers have been progressively improved to gener-
ate quality outputs. In the future, we plan to introduce the output
of the decompiler into NFRE to see if it facilitates the performance.
We also call for more research efforts to the current issue from data
and model perspectives.
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