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A High Visual Quality Color Image Reversible Data
Hiding Scheme Based on B-R-G Embedding
Principle and CIEDE2000 Assessment Metric

Yang Yang , Tianrui Zou, Genyan Huang, and Weiming Zhang

Abstract— Reversible data hiding methods for color images are
investigated because of the popularity of color images. However,
the traditional RDH methods for color images only take PSNR as
the assessment metric and pursue a high PSNR value. To further
consider the different subjective perception in the R, G, and B
channels of the color image, this paper proposes a high visual
quality color image reversible data hiding scheme based on
the B-R-G embedding principle and the CIEDE2000 assessment
metric. In this method, a double-layer least square prediction
is proposed to satisfy the sorting requirement and maintain
prediction accuracy, and then the B-R-G embedding principle
is proposed to improve the visual quality of the marked color
images based on the different visual perception in the three chan-
nels, and finally, a one-by-one embedding method is proposed to
reduce the embedding distortion by maintaining the inter channel
correlation. The experimental results show that the proposed
method is superior to the state-of-the-art RDH methods for color
images.

Index Terms— Reversible data hiding, double-layer LS predic-
tor, energy threshold, B-R-G embedding principle, one-by-one
embedding method.

I. INTRODUCTION

DATA hiding [1] embeds secret data into cover medium
such as audio, video, and images in an imperceptible

manner, and user can extract the embedded data from the
marked medium. The data hiding method plays an important
role in privacy protection. Data hiding techniques can be
roughly divided into three categories of robust watermark-
ing [2], [3] that can resist some attacks, fragile watermark-
ing [4] that is no robustness against possible attacks, and
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finally, steganography [5] that has a strong undetectability and
is able to resist steganalysis. Robust watermarking, fragile
watermarking and steganography are mainly used for copy-
right protection to ensure the copyrights of the computerized
portraits, the original cover medium integrity authentication
and secret communication, respectively. However, robust
watermarking, some fragile watermarking and steganography
algorithms will irreversibly destroy the original cover medium
in the process of data hiding. In some applications such
as military, judicial, medical and other image authentication
or labeling applications where it is necessary to losslessly
recover the cover medium, such permanent distortion is strictly
prohibited, and the original cover medium must be recovered
accurately. To solve this issue, reversible data hiding (RDH)
is proposed to losslessly recover the secret messages and the
original cover medium. The RDH method using the image as
the cover medium can be roughly divided into the gray RDH
method and the color RDH method.

In this paper, a high visual quality color image RDH
scheme based on the B-R-G embedding principle and
CIEDE2000 assessment metric is proposed to further exploit
the different visual perception among each channel and
improve the visual quality through the B-R-G embedding
principle. First, we propose a double-layer LS predictor for
prediction. Second, we sort the prediction error sequences,
and then use the energy threshold to select low energy pixels.
Third, we use the B-R-G embedding principle to allocate the
secret messages, and embed the messages by prediction error
expansion (PEE).

The main contributions of this work are as follows: first,
we propose B-R-G embedding principle according to the
different visual perception in three channels to improve the
visual quality of the marked color images. Second, we propose
double-layer LS prediction by combining the characteristics
of Rhombus prediction and local LS prediction to achieve
the sorting requirement and maintain sufficient accuracy of
prediction. Finally, we introduce a new embedding scheme by
using the energy threshold and maintaining the inter channel
correlation to reduce the embedding distortion.

The rest of this paper is organized as follows. We briefly
introduce the related work in Section II. Section III intro-
duces the image quality assessment metric of CIEDE2000.
Section IV provides a detailed description of the proposed
methods that contains prediction algorithms of a double-layer
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LS predictor, sorting and selecting the prediction-error
sequence and the B-R-G embedding principle. Section V
presents the experimental results, followed by the conclusion
in Section VI.

II. RELATED WORKS

In this section, we will introduce the current common
RDH algorithm and some studies on the Internationale Com-
mission on Illumination(CIE) color space. Numerous RDH
methods can be classified into two subclasses, namely the
RDH methods based on gray images and the RDH methods
based on color images. The former generally used the cor-
relation between neighboring pixels to predict and generate
a sharp histogram of prediction errors and then embedded
messages by modifying the histogram, while in the latter,
the image can be split into three interconnected gray images,
and in each gray image in the embedding, the correlation
between the R, G, and B channels can be used in addition
to the RDH algorithm of the gray image. In the development
process of the color space, CIE1931RGB, CIE1960UCS and
CIE1976L∗a∗b∗, CIEDE2000 have been developed. In the
following, we describe some classical RDH methods from
these two subclasses, and some applications of the CIE color
space and the development history of CIE color space.

A. RDH Methods Based on Gray Image

These RDH methods based on gray image can be roughly
divided into four categories of lossless compression [6]–[8],
histogram shifting (HS) [9]–[12], difference expansion
(DE) [13] and prediction error expansion (PEE) [14]–[16].
The main idea of lossless compression is to compress
the cover medium such as the least significant bit (LSB).
Fridrich et al. [6] proposed to decompose the gray image
into the binary bit plane, and selected the bit plane with the
largest redundancy for compression, and then embedded the
message. However, in this approach the embedding capacity
depends mainly on the lossless compression capacity, and is
insufficient. Then, Tian [13] proposed a DE technique that
divides an image into N pixel pairs and hides 1 bit of data
with each legitimate pixel pair. Its embedding capacity can
reach 0.5 bpp, but the uncompressed location map is 0.5 bpp,
so that it is necessary to reduce the location map in order to
improve the embedding capacity. Therefore, Hu et al. [17]
proposed to improve the location map in order to greatly
improve the embedding capacity. Affected by the DE, some
researchers proposed the PEE that uses the pixel prediction
mechanism and the spatial redundancy of natural images such
as the minimum rate criterion prediction [16], the median edge
detection [18], gradient adjusted prediction [19], interpolation
prediction [20], rhombus prediction [21] and least square
prediction(LS) [22] etc., to effectively implement RDH based
on pixel prediction. In addition to DE, HS is also a powerful
method. Ni et al. [9] first proposed an HS algorithm that
generates a histogram based on the gray value of the image
and hides the data reversibly by modifying the histogram.
Then, Wang et al. [23] proposed a novel RDH general frame-
work using multiple histograms modification (MH_RDH), and

Chang et al. [24] proposed adaptive pairwise PEE (APPEE) to
adaptively design the 2D mapping according to the distribution
of 2D PEH.

B. RDH Methods Based on Color Image

While all of the above-mentioned methods illustrate the
extensive research and development of RDH, we noticed that
most of the existing research on RDH usually focuses on gray
image, with relatively few methods dedicated to color images.
However, the color images are also more popular than gray
image for actual application, because color is a powerful visual
descriptor and can simplify the recognition of the objects in the
scene. The RDH method of color image adds the research on
the correlation between the three channels of the color image
on the basis of the gray image RDH method. To date, some of
the existing color image RDH methods only used gray image
RDH methods in the R, G, and B channels directly rather
than considering the correlation of the three channels. Subse-
quently, Li et al. [25] proposed the use of edge information
from the reference channels and inter channel correlation to
improve the efficiency of the PEE and the prediction accuracy.
Then, Ou et al. [26] utilized the inter channel correlation for
payload partition and adaptive embedding to achieve minimal
distortion. Recently, Yao et al. [27] proposed to improve the
prediction performance by guided filtering based on color
images, and Hou et al. [28] proposed a RDH scheme that
maintained the same grayscale of the marked image as the
cover image after embedding. However, most existing color
image RDH methods do not consider the different subjective
visual perception in each R, G, and B color channels, and they
all use the peak signal to noise ratio (PSNR) as the criteria
for the assessment of the marked images’ quality. However,
the PSNR metric is inconsistent with the subjective feeling of
human eyes in image quality assessment research area.

C. Research on CIELAB Space

Chromaticity analysis shows that brightness, hue, and sat-
uration are the most intuitive parameters for describing color
images. However, for CIERGB [29] and CIEUCS [30], due
to the subjectively of the perceived color difference in the
XYZ system, the larger change in the coordinates is quite
different, motivating the proposal of the uniform color space
CIEL∗a∗b∗ [31] that reflects the idea of a uniform color space,
that is, the color difference between two images in the space
is basically the same as the subjectively felt color difference.
Subsequently, some researchers have proposed an improved
method for the evaluation of lightness, chroma, hue weighting
function CIEDE2000 [32] and it has been proposed for small
color difference that has characteristics consistent with the
subjective vision.

In the past decades, several researchers have applied the
CIELAB space with developed S-CIELAB that corresponds
to human vision such as Johnson and Fairchild [33] who
proposed a general overview of the functional mechanism
of S-CIELAB, and compared the spatial domain and the
frequency domain filtering. KAWABATA [34] first proposed
that the evaluation including visible digital watermarking
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Fig. 1. Comparing the results of CIEDE2000 and PSNR metrics for assessing the color image quality in “Airplane” and “Barbara” images.

should be performed on the multi-view 3D CG image quality,
and then KAWABATA and MIYAO, [35] proposed to use
both the S-CIELAB color space and CIEDE2000 to evaluate
Multi-View 3D CG image quality for contrast enhancement,
Bai et al. [36] proposed an effective color metric that can
predict the perceptual image quality for the Retinex method
based on the S-CIELAB color space. Hirai et al. [37]
proposed SV-CIELAB which is an objective video quality
assessment (VQA) method using a spatio-velocity contrast
sensitivity function (SV-CSF).

III. IMAGE QUALITY ASSESSMENT

METRIC OF CIEDE2000

Currently, most of RDH methods use PSNR as a metric to
assess the quality of the marked gray or color image. However,
image quality assessment research had proved that the PSNR
metric was inconsistent with subjective visual perception and
it not suitable for the assessment of image quality. Therefore,
in this section, we introduce the CIEDE2000 color image
quality assessment metric that is used as the assessment metric
in this paper and compare it to the PSNR for the evaluation
of the visual quality.

CIEDE2000 is regarded as the best uniform color-difference
model that is in agreement with the subjective visual per-
ception and is published by the International Commission on
Illumination (CIE). The specific formula of CIEDE2000 is as
follows:
�E

=
√
(

�L �
KL SL

)2+(
�C �

KC SC
)2+(

�H �
K H SH

)2+ RT (
�C �

KC SC
)2(

�H �
K H SH

)2

(1)

where �E is the color difference value, �L � is the lightness
difference, �C � is the chroma difference, �H � is the huge

TABLE I

SUBJECTIVE ASSESSMENT METRIC BASED ON

CIEDE2000 COLOR DIFFERENCE

difference, KL , KC , K H are correction factors related to
the observed environment lightness, SL , SC , SH describe the
visual perception action on the three attributes, and RT was
used to correct the deflection in the blue region of the ellipse
axis direction for visual perception. In addition, Table I shows
the relationship between the CIEDE2000 color-difference
parameter �E and subjective perception. A smaller value of
the color-difference parameter �E implies a higher quality of
agreement with the subjective perception.

In this work, we perform a series of experiments to compare
the result of the CIEDE2000 and PSNR metrics for assessing
the color image quality. We calculate the CIEDE2000 differ-
ence between the marked image and the original image as
�E . As shown in Fig. 1, Fig. 1(b) and Fig. 1(e) are the
“Airplane” image and the “Barbara” image. Fig. 1 (a) and
Fig. 1(c) are marked as “Airplane” images, and Fig. 1(d) and
Fig. 1(f) are marked as the “Barbara” images.According to the
subjective perception, the visual differences between Fig. 1(a)
and Fig. 1(b) are extremely strong, and in particular, the back-
ground color is much whiter than the original image, but the
visual difference between Fig. 1(c) and Fig. 1(b) is quite small;
again, the visual difference between Fig. 1(d) and Fig. 1(e)
is also extremely strong, in particular, the color of the scarf,
trousers and tablecloth are different from the original image,
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Fig. 2. Overview of the proposed algorithm.

but the visual difference between Fig. 1(c) and Fig. 1(b) is
much smaller. Objectively, the CIEDE2000 values of Fig. 1(a)
and Fig. 1(c) are 4.2201 and 0.9578, and the values from
Fig. 1(d) and Fig. 1(f) are 8.3704 and 1.5043, respectively;
all of these reflect the subjective perception correctly, but the
PSNR values of Fig. 1(a) and Fig. 1(c) are both 32.9020dB,
and are 29.3802dB for Fig. 1(d) and Fig. 1(f); these values are
all not consistent with the subjective perception. Therefore,
CIEDE2000 is more consistent for subjective perception than
PSNR as an assessment metric for color images.

The PSNR results are inconsistent with the subjective
perception because our method calculates the PSNR on the
three channels R, G, and B, respectively, and calculates the
mean of the three PSNR values to obtain the final PSNR
result; this approach does not consider the different visual
perception between the three channels of the color images.
Therefore, we use CIEDE2000 as the assessment metric of
the color images because it is regarded as the best uni-
form color difference model coinciding with subjective visual
perception.

IV. PROPOSED METHOD

Most of the existing RDH methods take PSNR as the criteria
to assess the marked image’s quality, even though it has been
proved that PSNR is not consistent with the subjective feeling
of human vision. In this work, we propose a novel B-R-G
embedding principle by applying different visual perception
in each of the R, G, and B color channels. First, we predict
the original image by proposing a double-layer LS prediction
method. Second, we select the embedded pixels by sorting
and excluding the high-energy pixels by using the energy
threshold. Finally, the data are embedded into the selected
pixels using the B-R-G embedding principle. The overview of
the proposed algorithm as shown in Fig. 2.

Fig. 3. Double-layer LS prediction scheme.

A. Double-Layer LS Predictor

It is well-known that rhombus prediction [21] and LS
Prediction(LS) [22] are the two most widely used prediction
algorithms. The wide use of the Rhombus prediction is mainly
due to its relatively accurate predictions, and it can be used
for sorting in some RDH methods. The advantage of the LS
prediction is that it can predict more accurately by using
more original pixels. However, it cannot be used for some
pixels that must be sorted due to its causal order mecha-
nism. Therefore, we propose a double-layer LS prediction by
combining the characteristics of Rhombus prediction and LS
prediction.

The double-layer embedding on the color image is divided
into two layers, with the black pixels representing the “Dot”
sets and white pixels representing the “Cross” sets. In the first
stage, we process the “Cross” sets in three channels to embed
a half of the payload. Then, we process the “Dot” sets in
three channels to embed the other half of the payload. Since
the embedding methods are same in the two layers, we use
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Fig. 4. Prediction error histograms on “Lena”, “Baboon” and “Barbara” by using different predictors: (b),(f),(j) Rhombus predictor [21] (c),(g),(k) LS
predictor [22] (d),(h),(l) Double-layer LS predictor.

the the “Cross” set as an example to introduce the prediction
process in this paper.

Assume that size of the block is B*B. In this block, image
pixels are estimated by a weighted sum over a certain neigh-
borhood of xi, j by the prediction, for convenience, we define
the indexing of the neighborhood as x1

i, j , . . . . . . , xk
i, j , where

k is the order of the predictor. Let x be the row vector
x = [x1

i, j , . . . . . . , xk
i, j ] obtained by ordering the context of

xi, j according to the indexing, and v = [v1, . . . . . . ., vk ]� as
the column vector with the coefficients of the prediction. The
predicted pixel can be written as:

x̂i, j = xv (2)

We remind that the LS considers the weights that minimize
the sum of the squares of the prediction error. The formula is
given as:

min
∑

i

∑
j

ei, j (v)2 (3)

where ei, j is the prediction error of image pixel xi, j , and v is
the column vector with the coefficients of the prediction.

By taking the partial derivatives of Eq.(3) with respect to
the components of v and setting them equal to zero, we finally
obtain

v = (XT X)−1XT y (4)

where y is the column vector obtained by scanning the block
along the rows, and X is a matrix for which the rows are the
vectors (x1

i, j , . . . . . . , xk
i, j ) of the corresponding pixels.

Then, the predicted value x̂ is obtained by this method.
To avoid the waste of the pixels around the image, we use the
Rhombus prediction to calculate the prediction-error of the
surrounding pixels. The prediction-error ei, j is given by

ei = xi−x̂i (5)

where xi and x̂i represent the original and predicted values
of the pixel, respectively. Since the color image includes
the R, G, and B channels, the prediction errors in the
three channels are calculated in the same manner. We obtain
three prediction-error sequences using Eq.(5) as (eR

1 ,……,eR
N ),

(eG
1 ,……,eG

N ), and (eB
1 ,……,eB

N ), where N is the number of
pixels involved in the prediction of each channel.

It should be mentioned that since the color image is divided
into the “Cross” set and the “Dot” set, we only have the “Dot”
set pixels when predicting the “Cross” set pixels, so that the
“Cross” set pixels are replaced by calculating the average of
the surrounding pixels as follows:

x̃i, j = (xi, j+1 + xi, j−1 + xi−1, j + xi+1, j )/4 (6)

where x̃i, j is the replaced pixel, xi, j−1,xi, j+1, xi−1, j , xi+1, j

represent the neighborhood of xi, j , and the pixels in the edge
of the block are used to help replace the pixels of the “Cross”
set. Thus, we obtain a new block to predict.

To represent the performance of the double-layer LS predic-
tion, we predict the pixels in the “Cross” set of R channel in
“Lena”, “Baboon”, and “Barbara” images by using Rhombus
prediction, LS prediction and Double-layer LS prediction.
The results are shown in Fig. 4. It is observed that the
Double-layer LS prediction displays a better performance than
the Rhombus prediction and is as good as the LS prediction.
In addition, the Double-layer LS prediction can satisfy some
RDH algorithms that need to be sorted.

B. Selection of Embedding Pixels

Generally, the prediction result is often more accurate in
the smooth region because the pixel values in the smooth
region are mostly similar. Hence, to reduce the embedding
distortion, we first select the smooth region in the image to
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TABLE II

PERFORMANCE COMPARISON OF �E VALUES WITH THE DIFFERENT �DT

embed the secret data. Here, the proposed method sorts the
pixels according to the local variance �i to calculate the
complexity. The complexity of each central pixel xi, j

�s can be
computed from the neighboring pixels xi, j−1, xi, j+1, xi−1, j

and xi+1, j (as shown in Fig. 3) as follows:

�i = 1

4

4∑
k=1

(�vk − �v)2 (7)

where �vk is the absolute value of the difference between
the neighborhood of the certain pixel xi, j , details as follows:
�v1 = |xi, j−1 − xi−1, j |, �v2 = |xi−1, j − xi, j+1|, �v3 =
|xi, j+1 −xi+1, j | and �v4 = |xi+1, j −xi, j−1|, �v is average of
the �vk , �v = (�v1 + �v2 + �v3 + �v4)/4. Local variance
�i is calculated by using Eq.(7) to achieve the appropriate
sorting for improving performance of data hiding.

Because the color images include the R, G, and B channels,
the complexities in the three channels are calculated in the
same manner. If the current channel’s complexity is denoted as
�c

i , the other two reference channels’ complexities are denoted
as �

r1
i and �

r2
i , respectively. To consider the correlation of

the three channels, the more effective color complexity �L
i is

given as

�L
i = 1.5�c

i + �r1
i + �r2

i (8)

Here, the current channel’s complexity �c
i is assigned

a larger weight, because the correlation of the current
channel is more important than the other two reference
channels’ complexities. Then, the original prediction-error
sequence is sorted in the ascending order of �L

i and
three new prediction error sequences are obtained as
(eB

σ1, . . . . . . , eB
σ N ),(eR

σ1, . . . . . . , eR
σ N ), and (eG

σ1, . . . . . . , eG
σ N ),

where σ is the unique one-to-one mapping.
Currently, the total distortion in most of the existing RDH

methods often consists of the embedding distortion and the
shifting distortion. To reduce the total distortion caused by the
embedding process, the proposed method embeds the message
one by one into the prediction error sequence that can avoid
the shifting distortion. However, there are some pixels with
large prediction error that will cause a larger distortion in the
embedding process. Hence, the prediction errors in the other
two reference channels are used to exclude the high-energy
prediction error because the R, G, and B channels in color
images are strongly correlated. That is, the prediction error

with its references below an energy threshold is selected
for embedding. The prediction error sequences (er1

1 ,……,er1
N ),

(er2
1 ,……,er2

N ) represent two reference prediction errors of the
reference channels, (e1,……,eN ) represents a prediction error
of the current channel. We define the energy threshold as DT

to select the pixels for embedding. Here, we initialize DT

as 0, and each time increase the value of DT by 0.5 until
the selected pixels can meet the embedding requirements. The
specific formula is:

Di =
√

(er1
i )

2 + (er2
i )

2
(9)

where er1
i and er2

i represent the prediction errors of the two
reference channels at the same pixel.Di represents the energy
threshold of the current channel. If Di > DT , we define this
pixel as a high-energy pixel and exclude it from the above
prediction error sequence, and obtain new prediction error
sequence pixels (eσ1, . . . . . . , eσ M ), where M <= N .

In order to explain why increase the value of DT by
0.5 for each time, we define the incremental energy threshold
as �DT . We take the “Barbara” image as an example to
indicate the influence of value by the �DT as 0.05, 0.5,
1, 1.5 and 2 respectively in different embedding capacity.
It should be mentioned that smaller �E values, corresponds
to higher performance. As shown in table II, with the increase
of the �DT , �E values are increased. Hence, the smaller
the �DT , the better the results. However, considering the
time complexity, if �DT is 0.05, it will take 10 times longer
than in 0.5. Therefore, we comprehensively to choose �DT

increasing by 0.5 each time.
To illustrate the requirement to exclude the high-energy

pixel in the proposed method, we perform an experiment
to prove that using DT can reduce the total modifications.
We compare the total embedding modifications obtained with
and without the use of DT . This is described by:

Tm =
M∑

x=0

N∑
y=0

|I �
(x,y) − I(x,y)| (10)

where Tm represents the total modifications, I � represents the
marked image, and I represents the original image.

As shown in Fig. 5, we use the threshold DT to obtain
smaller modifications compared to the modification obtained
without the use of DT . This is because we use DT to exclude
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Fig. 5. The total modifications of “Barbara” and “Lena”, respectively.

the high energy pixels; in other words, we can use the energy
threshold to select the pixels and embed the message into the
low-energy values’ pixels to reduce the embedding distortion.
Thus, the threshold DT is more useful to our performance in
later experiments.

C. B-R-G Embedding Principle

Currently, most of the RDH methods use PSNR as the
assessment metric to assess the quality of marked grayscale or
color images. However, image quality assessment research has
proved that the PSNR metric is inconsistent with subjective
visual perception and is not suitable for the assessment of
image quality. In fact, it has been proven that the R, G,
B channels of the color image have different visual perception
to human eyes by the brightness conversion formula as:

Y = 0.299 ∗ R + 0.114 ∗ B + 0.587 ∗ G (11)

where Y represents the converted brightness value, R, G, and
B represent the pixel of three channels at the same coordinate.

The brightness conversion formula in Eq.(11) shows that the
G channel has the greatest weight, followed by the R channel,
and the weight of B channel is the lowest. This means that
when we embed more secret bits in the B channel, the impact
on human vision is smaller than that obtained by embedding
the same number of secret bits in the R and G channels; it
also shows that the G channel has the greatest influence on
the visual perception of human eyes.

Therefore, inspired by the brightness conversion formula,
we propose the B-R-G embedding principle that is more
suitable for color images. This B-R-G embedding principle
embeds the secret data into the B channel first, then embeds
the secret data into the R channel, and then embeds the secret
data into the G channel. The embedding process is shown
in Fig. 6. It should be mentioned that in order to maintain the
correlation between each R, G, and B channels, the proposed
method modifies as few of the pixels as possible, so that
only one half of the total set of the pixels are used for
embedding in order to obtained greatly improved prediction
performance in the other pixels. Thus, we can ensure that the
method is still effective for embedding the second layer of
each channel under large embedding capacity. The specific
steps are as follows: first, the secret message is divided into
two halves and the two halves are embedded into B1 and
B2, respectively. Second, if the maximum embedding capacity

Fig. 6. Diagram of the proposed embedding method for color images.

Fig. 7. Six test cover images.

of the B channel is not sufficient for embedding the entire
secret message, the remaining secret message is divided into
halves and the two halves are embedded into R1 and R2,
respectively. Last, if the maximum embedding capacity of
the R channel is not sufficient to embed the remaining secret
message, the remaining secret message is divided into halves
and the two halves are embedded into G1 and G2, respectively.
It should be mentioned that the maximum embedding capacity
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Fig. 8. Performance comparison of �E values between R, G, B channels of six color images.

in each channel is determined as one half of the total number
of the pixels in this channel.

D. Embedding Procedure

In this section, we will introduce the embedding procedure.
Because the embedded methods in three channels are identical,
we use the “Cross” set in the B channel as an example.

1. Predict the “Cross” set pixels of B, R, G channels through
double-layer LS prediction and obtain the prediction errors
sequence(eR

1 ,……,eR
N ), (eG

1 ,……,eG
N ), and (eB

1 ,……,eB
N ). The

details of the calculation are described in section IV-A, and
we obtain x̂i, j from Eq.(2), ei, j from Eq.(5).

2. Sort the prediction error of the B, R, and G channels as
(eB

σ1, . . . . . . , eB
σ N ),(eR

σ1, . . . . . . , eR
σ N ), and (eG

σ1, . . . . . . , eG
σ N ),

select the embeddable prediction errors by the energy
threshold DT and obtain a new prediction error sequence

(eB
σ1, . . . . . . , eB

σ M ). The calculation details are provided in
section IV-B.

3. Embed data into the pixels in the corresponding
embeddable prediction-error sequence. The marked pixels are
calculated as

x � = x̂ + 2 ∗ e + b (12)

where x � represents the marked pixel, x̂ is the predicted value
and the e is the prediction error of x , b ∈ (0, 1) is the secret
data to be embedded. The calculation details are provided in
section IV-C.

In the embedding process, if an overflow occurs, it will
be recorded as 1 on the location map, and the rest will be
recorded as 0. The location maps are compressed losslessly by
Arithmetic coding simulation [38]. For the blind extraction,
the auxiliary information includes: the length of the com-
pressed location maps in the three channels as (L R ,LG ,L B ),
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payload partition in the three channels as (ECR ,ECB ,ECG ),
the energy thresholds in the three channels as (DR

T , DG
T , DB

T ),
and the compressed location maps in the three channels as
(LocR, LocG, LocB). All auxiliary information is replaced in
the LSBs of the four sides of the three channels respectively.
The original LSB stream is embedded into the images as a
part of the secret message.

E. Extracting Procedure

Sections IV-D illustrates the data embedding procedure.
In the order opposite to the embedding order, we first carry
out extraction and recovery processing in the G channel, and
the message extraction is in the order of G-R-B. Because the
extraction methods for the three channels are the same, we use
the “Dot” set in the G channel as an example. The detailed
procedure for data extraction and recovery is described as
follows:

1. Read LSB of the four sides in the G channel and obtain
the auxiliary information of the G channel including the length
of the compressed location maps in the three channels as LG ,
the payload partition in the three channels as ECG , the energy
thresholds in the G channels as DG

T , and the compressed
location maps in the G channel as LocG .

2. Predict the pixels of the B and R channels through
double-layer LS prediction, obtain the prediction-error
(eR

1 ,……,eR
N ), (eB

1 ,……,eB
N ). The calculation details are pro-

vided in section IV-A.
3. Calculate the complexity �L

i and sort the prediction-error
sequence (eR

1 ,……,eR
N ), (eB

1 ,……,eB
N ) in the ascending order.

Then, obtain the embedded pixels through the extracted values
of DT , the payload of G channel ECG and the compressed
location maps LocG . The calculation details are provided in
section IV-B and IV-C.

4. Predict those modified pixels in order from bottom to
top, right to left by using the double-layer LS prediction in
the G channel to obtain expand prediction error sequence e�

i ,
an then extract the secret data repeatedly according to{

b = e� mod 2

e = ⌊
e�/2

⌋ (13)

where �x� returns the nearest integer less than or equal to x ,
e is the original prediction error.

5. Recover the pixels according to:
x = x � − e (14)

where x � represents the marked pixel, x is the original pixel
and the e is the prediction error of x .

6. Replace the LSBs of the four sides in the G channel, and
recover all of the original image.

The extractions of the R and B channels are the same as
that of the G channel. When the extractions for the three
channels are completed and the secret image is restored, all
of the extractions and restorations are completed.

V. EXPERIMENTAL RESULTS

This section presents experiments and results of the pro-
posed method. The experiments are tested in Windows 10 by

TABLE III

PERFORMANCE COMPARISON OF �E VALUES BETWEEN THE PROPOSED
METHOD AND ORDINARY EQUAL PARTITION SCHEME ON SIX STAN-

DARD IMAGES

Matlab 2016 and with Inter(R) Core(TM) i7 2.60 GHz
CPU and 8.0 GB RAM. Six standard cover images are
shown in Fig. 7, in which five standard 512*512 sized
color images from USC-SIPI database [39], including “Lena”,
“Airplane”, “House”, “Baboon”, “Peppers” and one standard
510*510 sized color image “Barbara” is from LIVE data-
base [40]. To evaluate the proposed method more objectively,
the performance of the proposed method was compared to
the performance of the methods developed by Ou et al. [26],
Hou et al. [28] and Yao et al. [27] that are the current
state-of-the-art color image RDH methods, and to the method
developed by Hu et al. [16] that is an RDH method based on
the gray image with optimal performance.

As mentioned above, we propose the B-R-G embedding
principle to embed the data in the B channel, the R channel
and the G channel order, and use the CIEDE2000 metric
to assess the visual quality of the marked images. To prove
the effectiveness of the B-R-G embedding principle and the
consistency between the CIEDE2000 metric and subjective
visual perception, we embed identical messages into the B, R,
and G channels of the six standard color images respectively.
As shown in Fig. 8, the results obtained using CIEDE2000 are
different in the three channels after embedding the same
messages, and the �E values in the B channels are the
smallest, followed by �E values of the R channels, and
the largest �E values are obtained for the G channels. This
reflects the fact that when we embed the message into the
B channels, the impact on human vision is smaller than for
the embedding of the same number of messages into the R
and G channels, and also shows that the G channel has the
greatest influence on the visual perception of human eyes.
These results also proved that the R, G, and B channels of
the color images have different visual perception to human
eyes in the brightness conversion formula.

In addition, we propose the B-R-G embedding principle
to embed the data sequential in the B, R and G channels,
and the maximum embedding capacity in each channels is
determined by the half of the total number of the pixels in
this channel. Therefore, to demonstrate the efficiency of the
proposed methods, the �E comparisons between the ordinary
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Fig. 9. Performance comparison between proposed method and other four methods of Ou et al. [26], Hou et al. [28], Yao et al. [27], Hu et al. [16].

TABLE IV

PERFORMANCE COMPARISON OF �E VALUES BETWEEN THE PROPOSED METHOD AND FOUR OTHER RDH METHODS FOR SIX STANDARD

IMAGES WHEN EMBEDDING CAPACITY IS 50000BITS, RESPECTIVELY. THE BEST RESULT FOR EACH IMAGE IS SHOWN BY BOLDFACE

equal payload allocation scheme and the proposed scheme for
the six standard color images with the capacities of 30,000 and
60,000 bits are listed in Table III. An examination of the
results presented in Table III shows that all of the �E values
partitioned by the proposed methods are clearly smaller than

their corresponding values obtained by the equal partition
scheme. Thus, the average �E of the proposed scheme is
0.036, which is 0.071 less than that of the equal partition
scheme. This proves the effectiviness of the B-R-G embedding
principle.
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TABLE V

PERFORMANCE COMPARISON OF �E VALUES BETWEEN THE PROPOSED METHOD AND FOUR OTHER RDH METHODS FOR SIX STANDARD IMAGES
WHEN EMBEDDING CAPACITY IS 100000BITS, RESPECTIVELY. THE BEST RESULT FOR EACH IMAGE IS INDICATED IN BOLD AND “/”STANDS FOR

UNAVAILABLE IN THE REQUIRED CAPACITY

TABLE VI

PERFORMANCE COMPARISON OF EMBEDDING CAPACITY BETWEEN THE PROPOSED METHOD AND FOUR OTHER RDH METHODS FOR SIX STANDARD

IMAGES WHEN �E IS 0.2, RESPECTIVELY. THE BEST RESULT FOR EACH IMAGE IS SHOWN BY BOLDFACE

TABLE VII

PERFORMANCE COMPARISON OF EMBEDDING CAPACITY BETWEEN THE PROPOSED METHOD AND FOUR OTHER RDH METHODS FOR SIX STANDARD
IMAGES WHEN �E IS 0.3, RESPECTIVELY. THE BEST RESULT FOR EACH IMAGE IS INDICATED IN BOLD AND “/”STANDS FOR UNAVAILABLE IN

THE REQUIRED �E

Fig. 10. Cover images from Kodak image dataset [41].

Fig. 9 shows the performance comparison of the pro-
posed method and the methods developed by Ou et al. [26],
Hou et al. [28], Yao et al. [27] and Hu et al. [16] with
respect to the �E values. Among these methods, because the
method developed by Hu et al. [16] is suitable for gray images,
to apply it to the color image, we divide the embedding

amount equally into three parts and embed them into the R,
G and B channels. It is observed that the proposed method
performs better than the other methods on the six images,
with almost all of the �E values obtained by our methods
smaller than the �E of the methods in the literature for
any available capacity. It should be mentioned that smaller
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TABLE VIII

PERFORMANCE COMPARISON OF �E VALUES BETWEEN THE PROPOSED METHOD AND FOUR OTHER RDH METHODS FOR KODAK IMAGE DATASET [41]
WHEN EMBEDDING CAPACITY IS 50000BITS, RESPECTIVELY. THE BEST RESULT FOR EACH IMAGE IS INDICATED IN BOLD AND

“/”STANDS FOR UNAVAILABLE IN THE REQUIRED CAPACITY

Fig. 11. The histogram distance between original image and marked image
of six standard images.

�E values corresponds to higher performance. The higher
performance of our method is mainly because our method
consider the different visual perception of the R, G, and B
channels of the color image, and adopts the B-R-G embedding
principle to divide the embedding capacity of the R, G, and
B channels, and fully exploits the visual characteristics of
the color image. In addition, Fig. 9 shows that the results
obtained using the methods developed by Ou et al. [26] and
Yao et al. [27] do not change in a stable manner, which is
due to the use of adaptive division of embedding capacity in
the R, G, and B channels by these methods in order to pursue
less distortion and thus achieve higher PSNR, and the conse-
quent neglect of the different visual perception of the three
channels.

For compare the performance of the proposed method and
the methods developed by Ou et al. [26], Hou et al. [28],

Yao et al. [27] and Hu et al. [16] with respect to the
CIEDE2000 values more clearly, we provide several tables
for the same embedding capacity, such as Table IV and
Table V. Two different embedding capacities are selected,
namely 50000 bits and 100000 bits, and the corresponding
average �E results are shown in the tables. An examination
of the results presented in these data tables shows that the
average �E of the proposed method is better than those
obtained by the other methods. Table IV indicates that the
average �E values of all six images with the capacity
of 50000 bits obtained by the Ou et al. [26], Yao et al. [27],
Hou et al. [28], Hu et al.’s [16] methods and the proposed
method are 0.113, 0.089, 0.250, 0.170 and 0.039, respectively.
Table V indicates that the average �E of all six images
with the capacity of 100000 bits obtained by the methods
of Ou et al. [26], Yao et al. [27], Hou et al. [28] and
Hu et al. [16] and the proposed method are 0.128, 0.114,
0.365, 0.207 and 0.063, respectively. Compared with other
methods, the proposed method achieves average gains in the
�E values of 0.074, 0.050, 0.211, and 0.131, respectively, for
the capacity of 50000 bits, and achieves average gains in the
�E values of 0.065, 0.051, 0.302, and 0.144, respectively for
the capacity of 100000 bits. In particular, for “Baboon” and
“Peppers”, it is clearly from the data presented in Table V
that when EC is 100000 bits, the methods of Ou et al. [26],
Yao et al. [27] cannot reach this embedding capacity, while
this capacity can be reached by the proposed method. This
because the methods of Ou et al. [26] and Yao et al. [27]
only select pixels with two fixed prediction errors to embed
the data, which cannot achieve the embedding capacity.
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Fig. 12. Performance comparison of MOS values between the proposed method and four other RDH methods for six standard images when embedding
capacity is 50000bits, respectively.

In order to compare the embedding capacity performance
between the proposed method and other color image RDH

methods, we do two experiments to show the embedding
capacity in all methods on six standard images when �E is
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0.2 and 0.3 respectively. Table VI and Table VII list that the
embedding capacity between the Ou et al. [26], Yao et al. [27],
Hou et al. [28], Hu et al.’s [16] methods and the proposed
method on six images when �E is 0.2 and 0.3 respectively.
It is observed that the embedding capacity of the proposed
method is higher than the other four RDH methods at the
same �E .

To further demonstrate the superiority of the proposed
method, 24 color images from a Kodak image database [41]
as shown in Fig. 10 are selected as the cover images for
performance comparisons; here, all of the images have the
dimensions of 512 *768 or 768 * 512. For a fixed embedding
capacity of 50000 bits, Table VIII lists the comparison of
the �E values obtained by the proposed method and the
methods of Ou et al. [26], Yao et al. [27], Hou et al. [28],
Hu et al.’s [16]. And it indicates that the average �E values
of all 24 color images with the capacity of 50000 bits obtained
by the Ou et al. [26], Yao et al. [27], Hou et al. [28],
Hu et al.’s [16] methods and the proposed method are 0.051,
0.040, 0.220, 0.138 and 0.019. Compared with other meth-
ods, the proposed method achieves average gains in the �E
values of 0.032, 0.021, 0.201, and 0.119, respectively. And
it is observed from an examination of the data presented
in Table VIII that all of the �E values obtained by the
proposed method are distinctly less than four other methods.
This is because the proposed method considers the different
weights of the visual perception in the R, G, and B chan-
nels of the color image, and adopts the B-R-G embedding
principle to divide the embedding capacity of the R, G, and
B channels. In addition, Table VIII shows that the method
of Hou et al. [28] cannot achieve the required embedding
capacity on the Kodim20. This is because the method of
Hou et al. [28] only embedded the message into the R channel,
recorded the auxiliary information into the B channel, and
achieved grayscale invariance by adjusting the G channel.
Hence, the method of Hou et al. [28] cannot achieve the
required embedding capacity.

Fig. 11 shows the histogram distance [42] between the
marked image and the cover image under different embedding
capacities of the six standard images. A smaller histogram
distance corresponds to greater similarity between the two
images. However, the proposed method still maintains a large
correlation between the marked image and the cover image
when the size of the embedding messages increases. This also
illustrates that the proposed method can obtained the marked
image with a high visual quality.

As we know, the quality of an image strongly depends upon
subjective assessment experiments to provide calibration data.
The Mean Opinion Score (MOS) which is between [0, 5] can
be used to reflect the perceived quality of the image. The
higher the MOS value, the better of the image quality. Hence,
we recruited 10 graduates from the Anhui university to score
the quality of each marked images. Before the experiment,
a short training showing the approximate range of quality
of the images was also presented to each subject. Subjects
were shown images in a random order and the randomization
was different for each subject. Then subjects reported their
judgments of quality according to each images number. Due to

the subjective experiments are cumbersome to design and the
time is constraint, we do our best to ensure that the testing
environment was as close to the “real-world” as possible.

In order to compare subjective perception performance in
all compared RDH methods in this paper, we choose six test
images which are named as “Lena”, “Airplane”, “House”,
“Baboon”, “Peppers” and “Barbara” to show the experiment
results and subjective perception when embedding capacity is
50000bits. All 10 subjects test 30 marked images and give the
average MOS score by 10 subjects in each image in Fig.12.
From the point of subjective perception and MOS values,
we can see that the marked images are all hardly to percept the
difference between the original image and marked images in
all RDH methods in this paper. In Table I, we have proved that
it is hardly to percept the difference between the original image
and marked images when �E less than 0.5. Hence, it is further
proved that CIEDE2000 color-difference parameter �E can
more accurately reflect the subtle changes in the images which
subjective cannot percept.

VI. CONCLUSION

In this paper, we propose a high visual quality color image
RDH scheme based on the B-R-G embedding principle and the
CIEDE2000 assessment metric. Different from all traditional
RDH methods, this paper proposes the use of CIEDE2000 as
the image quality assessment metric due to its consistency
with subjective perception. In addition, according to different
visual perception in the three channels expressed by the
brightness conversion formula, the B-R-G embedding principle
is proposed to improve the visual quality of the marked color
images. Experiments showed that the proposed method is
superior to the state-of-the-art RDH methods for color images.
In the future, the effect of combination of the channels on
subjective perception in different image content can be further
researched. In addition, the color image RDH method in
encryption domain can be researched in the future.
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