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A B S T R A C T

Adversarial examples (AEs) attract extensive attention due to their inherent security-related properties of
attacking Deep Neural Networks (DNNs) through carefully constructed modifications. Recently, they have been
extended to video tasks. Human action recognition based on DNNs is a crucial task in video tasks. AEs of
human action recognition models attract much focus and previous works demonstrated the vulnerability of
AEs of human action recognition in the digital world. However, the adversarial videos for attacking human
action recognition models in the physical world are still in the open stage. The design of physical adversarial
videos is crucial for helping to evaluate the robustness of some critical applications based on human action
recognition, e.g., surveillance and pedestrian detection. Unlike the digital attacks on action recognition models,
the perturbations of physical adversarial videos should be motional but temporally consistent across each whole
video. The attacks need to destroy the spatial interactions and temporal interactions in videos. Previously
developed attacks for video models in the digital world are difficult to transfer to the physical world. In this
paper, we close this gap, and we are the first to attack human action recognition models in the physical world.
We first generate a dynamic mask via an improved object tracking method and then use the center location to
construct a motion location map. Finally, gradient sharing method is used to generate temporally consistent
perturbations and optimize the perturbations into robust patches. Experiments show that these patches can
successfully attack a real-time human action recognition system, and the proposed approach has a 77.5%
success rate in this setting.
. Introduction

Adversarial examples (AEs) attract extensive attention due to their
nherent security-related properties. Recently, researchers have found
hat adding subtle perturbations to the input of deep neural networks
auses models to give a wrong output with high confidence. Further-
ore, they call the deliberately constructed inputs adversarial examples

AEs). The attack of DNNs by AEs is called adversarial attacks. These
ow-cost adversarial attacks can severely damage applications based on
NNs.

Current research of AEs can be divided into two main categories:
ne is digital AEs, and the other is physical AEs. And compared with
igital AEs, physical AEs bring more harm to reality. Adding adversarial
atches onto traffic signs can lead to auto-driving system error [1].
dding adversarial logos to the surface of goods can impede automatic
heck-out in automated retail [2]. Generating adversarial master prints
an destroy deep fingerprint identification models [3]. In any scenarios
entioned above, AEs can cause great inconvenience and harm people’s

ives. Therefore, physical AEs has become an urgent issue in AI security.

∗ Corresponding author.
E-mail addresses: dzy17@nudt.edu.cn (Z. Du), xxwei@buaa.edu.cn (X. Wei), zhangwm@ustc.edu.cn (W. Zhang), yoyofangzheng@aliyun.com (F. Liu),

ybian@mail.ustc.edu.cn (H. Bian), ljyljy@mail.ustc.edu.cn (J. Liu).

Action recognition based on deep neural networks (DNNs) is a key
task in computer vision. The AI systems-based on action recognition
models are widely used in the field of smart homes [4], automatic
driving [5], elderly care and property protection [6]. However, DNNs
are vulnerable to adversarial examples [7]. Recent works have shown
that an image with small perturbations can fool a classification system
trained by DNNs. Such images with imperceptible perturbations are
called adversarial samples. Recently, researchers have expanded the
scope of DNNs to action recognition [8–12].

Since most applications based on action recognition systems are
directly related to personal safety and property security, it is crucial to
study the adversarial examples faced by video models in the physical
world. Two common scenarios are encountered. (1) Intelligent secu-
rity attacks. In an intelligent protection environment, many intelligent
security cameras used by a smart city can recognize special behaviors
according to videos. In some important places such as government
agencies, it may use intelligent cameras to detect harmful actions and
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Fig. 1. This figure shows the physical attack results of real-time action recognition models. The first line contains the adversarial videos, and the second line includes the original
videos after adding an adversarial patch to the palm. The ‘shake-hands’ action can be mistaken for ‘shoot-gun’. The radius set in this experiment is 50 pixels. At the bottom of
each image is the label of the current frame.
automatically trigger an alarm. When some attackers utilize elaborate
adversarial patches accidentally, they can hide their harmful actions
or make the cameras misclassify normal action into other harmful
actions, such as recognizing the action ‘shaking hands’ into ‘shoot gun’.
(2) Smart home attack. At present, more and more families use full
coverage smart homes to control intelligent devices. Some smart homes
use human gestures to convey instructions to devices. If an attacker uses
a specially crafted adversarial patch to make these smart homes mistak-
enly recognize the owner’s instructions, it will bring additional damage.
For example, suppose the home equipment recognizes the initially set
‘‘wave’’ action as other meaningless actions, such as ‘‘smiling’’. In that
case, it will make the instructions unable to be conveyed correctly and
make the equipment ineffective.

These aforementioned scenarios shows the physical AEs of action
recognition systems can cause great inconvenience and bring threat to
people’s lives. However, no related work has attempted to explore this
problem and current physical adversarial video examples are still in an
open stage. In this paper, we perform the first adversarial video attack,
and attempt to attack the human action classifiers under a simple
situation to verify the possibility of solving this problem. Fig. 1 shows
the physical attack results of the real-time action recognition models.

We summarize our contributions as follows:

• We propose a general framework that attacks the physical world’s
classifier of action recognition.

• We heuristically propose a method to solve the problem of gen-
erating dynamic adversarial perturbations that change with the
temporal frames but maintain consistent values.

• We perform experiments to verify our adversarial perturbations
(a real patch) in the digital world and the physical world with
different experimental settings. The proposed approach has a
77.5% fooling rate in the physical setting and a 100% rate in the
digital world.

The rest of this paper is organized as follows. In Section 2, we first
analyze the differences between physical AEs and digital AEs and give
2

the main problem of using digital AEs in the physical scenarios. In , we
briefly review the related work from three aspects, including digital AEs
in images, digital AEs in videos and physical AEs in images. In , we give
the details of our algorithm. In Section 5, we present our experimental
results and compare them with other baseline methods. Finally, we
conclude our paper in Section 7. And we also give the analysis of the
Shoelace Theorem, which we introduced in Appendix.

2. Analysis of physical AEs of action recognition

To generate physical adversarial video examples, we first analyze
the differences between physical AEs and digital AEs and give the main
problem of using digital AEs in the physical scenarios. Due to these
problems, it is important to generate physical AEs that can overcome
those vulnerabilities. We thus analyze the features of physical AEs. And
then we sum up the specific features of physical adversarial video ex-
amples according to the features of physical AEs. Finally, we conclude
that the main features of generating adversarial video examples are
the preservation of the motion of adversarial perturbations in spatial
domain and consistency in the time domain.

First, we analyze the differences between physical AEs and digital
AEs and give the main problem of using digital AEs in the physical
scenarios.

Current research of digital AEs is based on the assumption that the
data of AEs can be directly input into the DNNs. Fig. 2 compares that
difference.

The left flow-chart in Fig. 2(a) shows the generation process of
the digital AEs. When 𝑋 is fed into the AEs generation algorithm,
it outputs the adversarial example 𝑋𝑎𝑑𝑣 and then 𝑋𝑎𝑑𝑣 is directly
inputted into the model classifier 𝐹 , causing the model to make a wrong
classification. The right flow-chart in Fig. 2(b) is the generation process
of the physical AEs. When 𝑋 is fed into the AEs generation algorithm,
it outputs the adversarial example 𝑋𝑎𝑑𝑣 and its related picture 𝑅. And
then, after the physical transformation 𝑇 𝑝 including printing, taking
a photo, etc., it finally enters 𝑅𝑎𝑑𝑣 into the classifier 𝐹 and makes it
misclassify that 𝑅 .
𝑎𝑑𝑣
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Fig. 2. Comparison of digital and physical flow.
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The assumption of inputting data into the model without being
hysically transformed does not hold in many physical scenarios, such
s video surveillance systems, robots that input data through cameras,
nd image-based mobile applications. When generating physical AEs,
his assumption leads to the main problems: the AEs generated un-
er the assumption would lose their antagonism when the physical
nvironment changes. The secondary input of physical transformation
ill add additional noise and change the pixel value of generated AEs,
aking the AEs lose their antagonism. Specifically, due to the change of

iewing angle, distance, and illumination, the adversarial perturbations
enerated by a single specific constraint would lose their antagonism
nder other environmental conditions.

In addition, the digital AEs cannot attack the real-time classifiers.
he physical scenarios are usually real-time models, but digital AEs
eed to be pre-processed and then input the models to complete attack.
t means that when given a clean input 𝑋 and a threat model 𝐹 , in
rder to complete attack, the attackers must pre-process 𝑋 into 𝑋𝑎𝑑𝑣
nd then re-input it to the model. But in physical scenarios, it has no
ime to complete the process of pre-treatment. In physical scenarios,
t needs to generate the general adversarial perturbations in advance,
uch as a patch 𝑃 , and put it on the objects directly to complete the
ttacks.

Moreover, the digital adversarial perturbations of digital AEs are
ifficult to implement in physical scenarios. The digital AEs generation
lgorithm has no limit on the generation space of the adversarial
erturbations and is usually added to the background of the image.
owever, in practice, the background change is challenging and limited

o space–time constraints leading to the perturbations that cannot be
ealized on the physical entity.

To overcome these problems, physical AEs should have the fea-
ures as follows. (1) Physical AEs need to be robust to environmental
hanges. Physical AEs should overcome the disturbances to the adver-
arial features from secondary inputs as mentioned in Fig. 2(b). (2)
hysical AEs need have the capability of attacking real-time models.
3) Perturbations of physical AEs need to be placed on physical entities.
he adversarial perturbations generated by traditional digital AEs gen-
ration algorithms are scattered in the whole input. Taking an image
s an example, most of the adversarial perturbations appear in the
icture’s background. However, changing the pixels of the background
nvironment is challenging in the real physical world. Therefore, digital
Es cannot adapt to the physical world, and perturbations of physical
Es need to be limited to physical entities.

As Fig. 3 shows, the left is the AEs generated by the digital AEs gen-
3

ration algorithm, and the right is the physical AEs. The perturbations d
f digital AEs in the left are scattered in the whole input, including
he foreground(panda) and other background pixels. The perturbations
f physical AEs on the right are limited only to physical entities in
he foreground (traffic sign).. The perturbations on the right are easily
dded in the physical world. But the perturbations of the left in the
ackground are difficult to realize in the physical world. Therefore, the
erturbations of physical AEs need to be placed on the physical entities.

Therefore, physical AEs are the adversarial samples that can
e placed on physical entities and can overcome the problem of
dversarial failure caused by secondary input and environmental
hanges.

Moreover, we then analyze the features of physical adversarial video
xamples according to the features of physical AEs.

(a) The first feature is the AEs can be placed on physical entities.
hen considering the physical adversarial video examples, the physical

ntities are motional thus the generation algorithms should ensure ad-
ersarial perturbations keep spatial motional and temporally consistent.
he analysis are as follows.

The perturbations added to physical adversarial videos should be
patial motional. It means that the perturbations should follow the mo-
ion of moving objects. Previous works completed adversarial attacks
ith immobile perturbations in the physical world [2,14,15]. They

elect stationary foreground objects to add perturbations. But when
t turns to dynamic action recognition tasks, the foreground (objects
r persons) and most backgrounds are motion with the video playing.
hus, the immobile adversarial perturbations may disappear from the
ideo in the following frames so that they lose adversarial capability.
eanwhile, it is hard to realize the changed perturbations on the
otional background in the physical world. Therefore, the best method

s to keep the perturbations also moving with the foreground, i.e., the
oving physical entities.

Furthermore, the value of perturbations should keep temporally
onsistent during video playing. Traditional adversarial attack method
f digital adversarial video examples not only dense-attack but sparse-
ttack are temporal inconsistent. They focus on selecting all frames
dense-attack) or several frames (sparse-attack) to add perturbations
nd pay no attention to limiting the value of perturbations to keep
qual in each perturbed frame, which causes temporal inconsistent
erturbations. But that temporal inconsistent perturbations cannot be
ealized in the physical world. We cannot manually realize the dynamic
erturbations that change with the fast frame conversion rate of the
igital adversarial videos. Even if machine can realize them automati-
ally, the perturbations may lose interference capability because of the

ifferent framing rates of different models and different devices [16].
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Fig. 3. Figure for the analysis of physical perturbations should be placed on physical entities.
Image Credit: left Goodfellow et al. [7], right Eykholt et al. [13].
Fig. 4. Figure for the analysis of physical perturbations should keep temporally consistent.
Image Credit: Wei et al. [17].
Fig. 5. Figure for the analysis of physical perturbations should robust to speed and distance changes.
Thus, the better method to solve the difficulty of controlling the various
perturbations during video playing is to maintain the perturbations
consistent during a video. As Fig. 4 shows, the perturbations in different
frames have different value. Some perturbations appear in a frame and
disappear in the following frames. It is difficult to be realized in the
physical world due to the fast framing rates. Therefore, the physical
perturbations should keep temporally consistent.

(b) The second feature is that the AEs can overcome the problem
of adversarial failure caused by secondary input and environmental
changes. For the physical adversarial video examples, the main envi-
ronmental changes they face are the changes in distance and speed. The
changes in distance between the moving objects and input devices lead
to changes in the space proportion of the adversarial perturbations in
the whole sample. It means that the larger the distance, the smaller the
space proportion. Then it has a significant impact on the antagonism
of AEs. When the distance is farther, the antagonism will be weakened.
The changes in the speed of moving objects are another environmental
change factor that significantly impacts the antagonism. When the
speed is too fast, it is difficult for the input device to capture a clear
image of AEs, significantly impacting the clarity of the adversarial
perturbations and then influencing the antagonism. As Fig. 5 shows,
the left images show the difference of the space proportion of the
adversarial perturbations in the whole sample of different distance.
The right images show the difference of clarity of the adversarial
perturbations of different speed. The changes of distance and speed
have an impact on the antagonism of AEs.

Moreover, the AEs should be robust to the secondary input. The
main difference for the physical adversarial video examples is that
different input devices have different framing styles. Especially, they
may frame the first 16 frames or the last 16 frames as the input of
models.

Therefore, the key to generate adversarial video examples is to
keep the adversarial perturbations spatial motional and temporal
4

consistent and to make them robust to the changes of distance,
speed and framing style.

In this paper, we propose a new type of adversarial attack that
generates the motional but temporal consistency physical adversarial
perturbations (a real patch) to deceive the classifier of video classi-
fication. Specially, we generate the precise dynamic masks that can
change the location with the moving objects to keep the perturbations
motional. And we propose the method of gradient drift to make the
value of perturbations keep consistent. And we use transform function
to make the perturbations robust to the changes of distance, speed and
framing style.

3. Related work

3.1. Digital adversarial attack against image models

In recent years, many works focused on generating adversarial
samples for images. These works can be divided into two categories
due to their attacking condition: white-box and black-box attacks.

White-box attack assumes that the structure and parameters of a
target model are known to the attacker. In white-box attack, it is easy to
perform attacks according to the gradient of objective function of attack
or the forward derivative of model computed via back propagation.
Various of attacks have been proposed. For example, L-BFGS [18],
Fast Gradient Sign Method (FGSM) [7], Deep Fool [5], Jacobian-based
Saliency Map Attack (JSMA) [19], Basic Iterative Method (BIM) [20],
C&W attack [21] and Universal attack [22].

Contrarily, the black-box setting remains the model information
unknown to attacker, which makes generation of adversarial sam-
ples more challenging. Existing works in this setting include Zeroth
Order Optimization (ZOO) [23], Autoencoder-based Zeroth Order Op-
timization Method (AutoZOOM) [24], decision based attack [25], Opt-
attack [26].
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3.2. Digital adversarial attack against video models

Then some works extend adversarial image examples into video
examples, they focused on generating adversarial digital videos to
act against DNNs-based classifiers. The first sparse attack [17] to be
proposed for video models used the 𝑙2,1-norm regularization-based op-
timization method. After that, Jiang et al. [27], Wei et al. [28] utilized
the gradients to generate perturbations on selected frames, maintaining
a low level of sparsity. Li et al. [16] studied a framing method for
a real-time action recognition system and attacked it by polluting
the selected frames. For dense attacks, Zhang et al. [29] proposed
generating adversarial perturbations by using a motion map, thereby
achieving better performance. And Zajac et al. [30] demonstrated the
validity of adding perturbations only on the border of each frame.

However, these digital attacks fail to be realized in the physical
world. Sparse attacks only add perturbations to several video frames,
and it is difficult to control perturbations that exist in one frame but
disappear in the next frame. Dense attacks are devoted to generat-
ing imperceptible perturbations, perturbations with varied positions
and values [29], or perturbations with fixed positions but various
values [30]. Specifically, the imperceptible perturbations’ values are
usually small to achieve better invisibility. Therefore, they lose an-
tagonism easier under the secondary input of the physical world.
Meanwhile, the perturbations with varied positions and values and
those with fixed positions but various values do not correspond to
the features of adversarial videos against action recognition models.
Effective adversarial videos need to have features that are spatial
motional and temporally consistent, as we concluded from the analysis
we did earlier. Therefore, those digital adversarial perturbations cannot
be applied in the physical world.

3.3. Physical adversarial attack against DNNs

Recent works have attempted to generate adversarial examples
to act against the model of face recognition, object detection, and
automatic driving models in the physical world. The works [31,32]
developed patches that could be added to real eyeglasses and hats,
respectively, to deceive face recognition models. The work [2] pro-
posed a method to generate a universal adversarial patch to attack
an image classifier. Other works have focused on attacking object
detectors. The work [15] made a person disappear from the person
detector by holding cardboard. Xu et al. [33] printed patch on T-shirt
to generate adversarial T-shirt against single detectors and multiple
detectors. The work [14] made all existing objects in the image miss
entirely by placing the patch anywhere in the image. Xu et al. [34]
attacked the person detector and makes the person disappear from the
detector. And Nassi et al. [35] inserted several abnormal frames in daily
billboards to stop Tesla’s autopilot car. Eykholt et al. [13] added the
patch, which acted as ‘graffiti’ on a stop sign, to attack an automatic
driving model.

However, to the best of our knowledge, no work has attempted to
attack action recognition models in the physical world. Video recogni-
tion models use videos as input, so the the above methods which take
the image-based classifier as the target do not work well because they
cannot process the inter-frames relationship. Furthermore, except Xu
et al. [33], all the other works mentioned above focused on attacking
static objects, e.g., eyeglasses and stop signs. The perturbations changes
discussed by those works are small-scale changes, e.g., illumination,
angle, and distance changes, which can be implemented by affine
transformations. However, those of adversarial videos are large-scale
changes, including action and speed changes. The method of attacking
static objects fails to adapt to attack moving objects. Although the
work Xu et al. [33] attacks motional people, it concentrates on the
deformation effects of non-rigid objects (T-shirts), which may not be
suitable for that task.

The key to attacking the video recognition models is to generate
spatial moving perturbations that change their locations with those
of dynamic objects and with temporal consistencies that maintain
5

constant values during video playback.
4. Methodology

As the analysis in Section 2, the perturbations added to adversarial
videos should be spatial motional and temporally consistent. The two
constraints restrict the generation region and the value of the perturba-
tions, respectively. Specifically, the perturbations need to be dynamic,
move with the observed objects and maintaining theirs value consistent
during video playback. In the spatial domain, it restricts the adversarial
perturbations that should be added to the region of moving objects. In
the temporal domain, it restricts the adversarial perturbations’ values
to be the same in each frame of video.

The framework of our method is shown in Fig. 6. It is divided into
two parts: simulation training and physical attacking. In the simulation
training, we first sample video frames taken by a real-time camera
under our physical setting. Then, we generate dynamic masks based
on these frames. And we construct a location map based on the masks.
We use these dynamic masks to limit the generation region of pertur-
bations. After that, we initially generate temporally consistent noise,
and use the location map to index the motional pixels. And we then
use gradient accumulation and sharing technology to let the pixels
that shared the same location in the motional frames have the same
gradient. Last, we optimize the perturbations via the output of the
target model and the physical transform function. In physical attacking,
we perform the physical attack by sticking the printed adversarial patch
on the moving objects against the real-time human action recognition
system.

In the following sections, we detail the methods of the whole
framework. It is dived into three parts: (1) generating spatial motional
perturbations, (2) generating temporally consistent perturbations and
(3) optimizing physical adversarial perturbations.

4.1. Generating spatial motional perturbations

The key to generating spatial motional perturbations is generating
dynamic masks. In this subsection, we are motivated by the traditional
methods of limiting the perturbed region and then analyze the defect
of that method. Finally, we give the detail of our improved method for
the same purpose.

Traditional methods use masks of images to control the location
of perturbations in the physical adversarial images generation. They
generate the masks of images to wipe off some pixels which do not need
to be perturbed. Specifically, the masks are the images whose pixels’
values are equal to 0 or 1. And the pixels whose value is equal to 1 are
the perturbed space, and they are set manually before generating AEs.
But the pixels whose value is equal to 0 are the space that does not add
perturbations.

However, these static masks are not suitable for physical adversarial
video attacks. It is impractical to set each mask of video frames manu-
ally in advance due to the high dimension of videos. Therefore, in this
paper, we propose automatically generating dynamic masks to control
the generation region of perturbations.

The main idea of generating a dynamic mask is to track a moving
object in a videos in advance and then draw a circle with pixels’ value
equal to ‘‘255’’ on a black image according to the tracked object’s center
and fixed radius. In this paper, we select two actions: ‘‘waving’’ and
‘‘shaking hands’’ as examples to verify the effectiveness of our proposed
framework.

We first track the moving objects: the waving hands of a video
labeled as ‘wave’ and the shaking hands of a video labeled as ’shaking-
hands’ of the HMDB-51 dataset [36]. We are inspired by the Zhang
et al. [37] and its sourcecode [38]. The algorithm can detect the palm
of a person. Fig. 7 shows the results of that algorithm.

As Fig. 7 shows, the zone of the results produced by that algorithm
has two drawbacks: (a) there is a deformation, the size and shape
of which changed in some video frames, and (b) some frames cannot

be detected by the model. In particular, the palms detected by this
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Fig. 6. The pipeline of the proposed algorithm. It is divided into two parts: simulation training and physical attacking.
Fig. 7. Figure displaying the results of Zhang et al. [37]. The video data is from HMDB51 [36]. Deformations and omissions exist in some video frames.
algorithm in the left image and the middle image plotted with black
lines have different shapes and positions. And the right image detects
no palms.

However, the dynamic masks should meet the characteristics that
the sizes and shapes of masks with the pixel values of 1 or 255 need to
be constants in different frames. Therefore, to generate the dynamic
masks with unified shapes and sizes, we improve the algorithm by
two tricks: (a) the center positioning method, and (b) the smooth
positioning method.

In the center positioning method, we utilize the key points calcu-
lated from the results of the algorithm to calculate the center of the
palm via Eq. (1). We set the coordinates of the center of palm as (𝛯,𝛹 )
and 𝜉𝑖 defines the coordinate of the 𝑥 axis of the 𝑖𝑡ℎ key point, while 𝜓𝑖
defines that of the 𝑦 axis.

𝛯 =
∑𝑛−1
𝑖=0 (𝜉𝑖𝜓𝑖+1 − 𝜉𝑖+1𝜓𝑖)(𝜉𝑖 + 𝜉𝑖+1)

3
∑𝑛−1
𝑖=0 (𝜉𝑖𝜓𝑖+1 − 𝜉𝑖+1𝜓𝑖)

𝛹 =
∑𝑛−1
𝑖=0 (𝜉𝑖𝜓𝑖+1 − 𝜉𝑖+1𝜓𝑖)(𝜓𝑖 + 𝜓𝑖+1)

3
∑𝑛−1
𝑖=0 (𝜉𝑖𝜓𝑖+1 − 𝜉𝑖+1𝜓𝑖)

(1)

The key points we select are based on the points of hands tracked
by algorithm [37]. We select six points as the key points that label the
palm od hands. Fig. 8 shows the points tracked by algorithm [37] in
left and we select the [0,1,5,9,13,17] as the key points. And then we
introduce Shoelace Theorem to calculate the centroid of the polygon
covered by the key points. The Shoelace Theorem is detail in Appendix.

In the smooth positioning method, if a few frames cannot be de-
tected and theirs centers are lost, we can approximately regard the two
6

adjacent center points as linear motions because the displacement be-
tween two adjacent frames is tiny. Therefore, we calculate the average
value of the former frame’s center and the next frame’s center as the
center coordinate that the algorithm cannot detect. However, in some
cases, due to the fast speed of an object, the object cannot be seen
clearly. The edge information of the object is vague, so most frames
lose the essential data of the center coordinate. The approximation that
depends on the adjacent frames does not work.

Therefore, we should model the track of the center’s motion. We
approximate the motion as a simple linear translation (’shaking-hands’)
and circular motion (’wave’) in our setting. In the shaking hands
action, the center linearly shifts back and forth between fixed points.
Therefore, the only knowledge we need to know is the coordinates
of the fixed points and the motion speed. In wave action, the center
can be approximately regarded as exhibiting circular motion with the
radius of the ‘arm length’ and the center of the ‘elbow joint’. Therefore,
the knowledge that we should acquire includes the coordinates of
the ‘elbow joint’, the ‘arms length’, and the waving speed. Similarly,
although we only take these two actions as examples of our framework,
the pipeline of generate adversarial video examples to act against
human action recognition models can generalize to other actions.

Fig. 9 shows the dynamic masks generated by our method.

4.2. Generating temporally consistent perturbations

The main idea of generating temporally consistent perturbations is
to let the pixels in the dynamic masks of different frames have the same
gradients. As Fig. 10 shows, the points A, B, C, D of different frames
located in the same position of the palm and theirs perturbations should
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Fig. 8. Figure for tracked points of algorithm [37] (left), the key point selected of our algorithm (middle) and the location mask (right).
Image Credit: left Zhang et al. [37].
Fig. 9. Figure for the tracking of the moving hands. The first line shows the different video frames of waving hands, and the second line shows the different frames of shaking
hands. The radii of the circles in the palms are 40 and 60 pixels, respectively.
Fig. 10. Analysis of the temporally consistent perturbations. The points A, B, C, D of different frames are located in the same position of the palm, and theirs perturbations must
remain consistent.
keep consistent. In this subsection, in order to achieve this goal, we are
motivated by the traditional method of generating adversarial images’
perturbations and then analyze the defect of using it in generating ad-
versarial videos’ perturbations. Finally, we give the improved method
under our framework.

The traditional method of generating images’ perturbations, called
the gradient-based AEs generation method, usually uses the gradients
of inputs to update the perturbations. The equation of these methods is
as follows.

𝑋𝑎𝑑𝑣 = 𝑋 + 𝛼 ⋅ sign
(

∇𝑋 (𝐹 (𝑋))
)

(2)

In Eq. (2), the ∇𝑋 (𝐹 (𝑋)) defines the gradient of input 𝑋 under the
loss function  (𝐹 (𝑋)).

However, the adversarial perturbations generated by this method
of AEs generation are global. Using this method to generate adversar-
ial videos will add perturbations to the whole video. Moreover, that
method adds adversarial perturbations to the pixels based on their
gradients, and the gradients’ values and direction of pixels in different
7

positions in the video are inconsistent. Therefore, if using this method
to generate adversarial video examples, the adversarial perturbations
added on pixels at different parts in each frame have different values.
We use the points A, B, C, D in Fig. 10 as examples to explain that
conclusion. As Fig. 10 shows, the points A, B, C, D belong to the
same region of the palm in different frames, but they have different
positions in the image. Therefore, those pixels have different gradients
so that they will get different perturbations if using Eq. (2) to generate
adversarial videos.

In this subsection, we design a motion map and devise a pixels’
gradients accumulation and sharing method. These methods can ensure
that adversarial perturbations belonging to the same region of motion
tracking in each frame keep consistent. Taking A, B, C, D in Fig. 10 as
an example, i.e., the gradients of these points remain constant.

(1) Generating motion map.
The motion map help to locate the moving pixels in different frames.

It obtains the position migration map of the same pixels belonging to
the same motion track in different frames.
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Fig. 11. Figure for the motion map and its calculation. 𝐶1 and 𝐶2 are the centers of two circle. We can calculate the coordinate of 𝑃1 based on Parallelogram rule and 𝑃2 in left.
And after all the pixels have been calculated, it construct a motion map from 𝐶1, 𝐶2 to 𝐶𝑇 . Suppose the video has 𝑇 frames.
As Fig. 11(a) shows, we can calculate any points’ coordinates in the
motion map. Specifically, given the center coordinates of the dynamic
masks in any two frames of the video 𝐶1(𝐶𝑥1 , 𝐶𝑦1 ) and 𝐶2(𝐶𝑥2 , 𝐶𝑦2 ),
and a point in these two frames 𝑃1(𝑃𝑥1 , 𝑃𝑦1 ), its position coordinate 𝑃
in another frame can be calculated based on Eq. (3). And then, after
calculating all the frames, it constructs the motion map and indexes all
the motional pixels. Supposing the video has 𝑇 frames. It is the motion
map from 𝐶1, 𝐶2 to 𝐶𝑇 .

𝑃𝑥1 = 𝑃𝑥2 − 𝑠𝑖𝑔𝑛(𝐶𝑥2 − 𝐶𝑥1 )
|

|

|

𝐶𝑥2 − 𝐶𝑥1
|

|

|

𝑃𝑦1 = 𝑃𝑦2 − 𝑠𝑖𝑔𝑛(𝐶𝑦2 − 𝐶𝑦1 )
|

|

|

𝐶𝑦2 − 𝐶𝑦1
|

|

|

(3)

(2) Gradients accumulation and sharing.
The main idea is to accumulate and share the gradients at the same

position of different frames. According to this method, the pixels in
the fixed position among the same motion trajectory share the same
gradients’ directions and sizes. Specifically, we calculate the gradient
of inputs and then accumulate their gradients of different frames. It is
important that we only accumulate the gradients of the pixels in the
same location within the location map and keep other pixels’ gradients
not changing.

We define the classifier function of the target model as 𝐹 (⋅). A clean
video 𝑉 ∈ R𝑇×𝑊 ×𝐻 is input, where 𝑇 ,𝑊 ,𝐻 denote the number of
frames, frame width, and frame height, respectively. The ground-truth
label of 𝑉 is defined as 𝑘∗ ∈ {1,… , 𝐾}, where 𝐾 is the number of
classes. 𝑉 = {𝑉𝑖|𝑖 = 1,… , 𝑇 }, 𝑉𝑖 ∈ R𝑊 ×𝐻 is the 𝑖th frame of 𝑉 . An
adversarial video 𝑉𝑎𝑑𝑣 ∈ R𝑇×𝑊 ×𝐻 yields 𝐹 (𝑉𝑎𝑑𝑣) ≠ 𝑘∗ in the un-target
attack and 𝐹 (𝑉𝑎𝑑𝑣) = 𝑘𝑡 in a target attack, where 𝑘𝑡 is the target label.
Set the gradients of the adversarial 𝑉𝑎𝑑𝑣 is , which can be calculated
via Eq. (4).  is the cross-entropy loss function.

 = ∇𝑉𝑎𝑑𝑣 (𝑘𝑡, 𝐹 (𝑉𝑎𝑑𝑣)) (4)

𝑇×𝑊 ×𝐻 is a cube, and each element 𝑔(𝑖, 𝑤, ℎ) can be calculated by
Eq. (5). If the pixels are located in the area of moving objects, the
gradient of each pixel should remain consistent, and the total value
should be the sum of all the pixels located at the same location in the
𝑇 frames according to the location map.

𝑔(𝑖, 𝑤, ℎ) =

{

∑𝑇
𝑗=1 𝑔(𝑖, 𝛾𝑗 (𝑤, ℎ)), 𝑖𝑓𝑃 (𝑤, ℎ) ∈ 𝛾𝑗

𝑔(𝑖, 𝑤, ℎ), 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
(5)

We define the motion map as 𝛾, where 𝛾 is a dictionary, that
stores the correspondence of each motional pixel in different frames. 𝛾𝑗
defines the location map in the 𝑗𝑡ℎ frame. 𝛾𝑗 (𝑤, ℎ) defines the coordinate
of pixel 𝑃 (𝑤, ℎ) of the 𝑗𝑡ℎ frame.

4.3. Optimizing physical adversarial perturbations

In this subsection, we begin to generate and optimize the defined
physical adversarial perturbations. The perturbations added to the
8

videos are denoted as 𝑟. The adversarial video 𝑉𝑎𝑑𝑣 can be calculated
according to Eq. (6). The adversarial perturbations 𝑟 will be updated
during each iteration. 𝜏 is a constant. 𝑚 is the dynamic masks. The sign
⋅ is the tensors’ Hadamard product.

𝑉𝑎𝑑𝑣 = 𝑉 ⋅ (1 − 𝑚) +  ⋅ 𝑟 ⋅ 𝑚

𝑟 = 𝑟 + 𝜏 ×  ⋅ 𝑚
(6)

The perturbations added to the original video should also be robust
in the real world. This means that they should remain adversarial
in the physical world. However, many interfering factors can change
pixels values of the adversarial perturbations generated in the digital
world. Furthermore, they weaken the adversarial features of these
perturbations. The factors are as follows.

(a) Printing devices may destroy some pixels, and these pixels
cannot be printed accurately.

(b) Different environment settings, e.g., the distance and the speed.
Different distances and speeds would impact the proportion and clar-
ity of adversarial perturbations. These different settings weaken the
effectiveness of perturbations.

(c) Different input devices may eliminate the generated adversarial
frame sequences. For example, the AEs are generated for the first 𝑇
frames while the machines take the last 𝑇 frames as input, making the
adversarial perturbations lose Antagonism.

First, we eliminate the influence of printing devices. The work [15]
defined a nonprintability score (NPS) to measure the distance between
a perturbation vector in the digital world and the corresponding vector
that can be printed accurately in the physical world. The work [33]
proposed modeling a map between the real vectors and the vectors
obtained after printing. Regarding camera noise, different cameras
introduce different noises, and the noise values are different in different
environment settings. With the development of camera devices, the
noise introduced by the camera is tiny and may have little influ-
ence on the perturbations. To solve the difference between the digital
perturbations vectors and those vectors obtained after printing and
taking photos in our environmental settings, we model a map between
the vectors to solve this difference between the digital perturbations
vectors and these vectors. We propose a mapping method to eliminate
the difference. We first generate the original color matrix 𝜆 with a
widely used color, print and take a photo for the set with the camera,
and obtain a matrix 𝛼. We construct a map (translation function of
secondary inputting devices) 𝛬𝑐 between 𝜆 and 𝛼. If we want to repair
the processed image 𝑅 to a neighbor of the original image, we can
calculate the matrix 𝛬𝑐 (𝑅) via Eq. (7).

𝛬𝑐 (𝑅) = 𝑅 + (𝛼 − 𝜆) (7)

Second, we eliminate the influence of different speeds and dis-
tances. Unlike other static physical perturbations against image clas-
sification, object detector, and other DNNs-based models, the perturba-

tions against action recognition models are influenced by the motional
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speed of the objects of interest. This means that the perturbations added
to physical adversarial videos should be robust to different speeds. We
define the translation function of the different speeds as 𝛬𝑠. What is
more, for eliminating the influence of varying distances, we define
the translation function of different distances as 𝛬𝑑 . Specifically, we
use iterative training to weaken the influence of different speeds. We
add a large number of data with varying speeds to training data. This
iterative training leads to the distribution of input data that can fit those
data, and the decision boundary of models is capable of recognizing
the data with different speeds. And we use geometric transformation to
weaken the influence of various distances. We transform the adversarial
perturbations to different sizes, keeping the shape consistent, and then
add them to the training data for the same purpose. Last, we generate
the hybrid optimized AEs.

Third, we eliminate the influence of different input styles. Using
the first 𝑇 frames to generate adversarial perturbations would weaken
the antagonism when adding them on other 𝑇 frames. The adversarial
perturbations cannot be universal of different input styles. We also use
iterative training to solve the problem. If a video has full 𝐿 frames and
the input of the model has 𝑇 frames, we define the translation function
of different inputting styles as 𝛬𝑙. This function is capable of helping the
perturbations remain valid when added to 𝑇 arbitrary and consecutive
frames. Thus, The translation function is detail in Eq. (8).

𝛬𝑙(𝑉 ) → ∀i, 𝐹 (
⟨

𝑉𝑖, 𝑉𝑖+1,… , 𝑉𝑖+𝑇
⟩

+ 𝑟) ≠ 𝐹 (
⟨

𝑉𝑖, 𝑉𝑖+1,… , 𝑉𝑖+𝑇
⟩

) (8)

Above all, we define the physical transformation function as 𝜦,
where 𝜦 contains the transformations of 𝛬𝑐 , 𝛬𝑑 , 𝛬𝑠 and 𝛬𝑙. Therefore,
the objective function is Eq. (9) and the adversarial examples 𝑉𝑎𝑑𝑣 is
updated by its condition.

argmin
𝑟

(𝐹 ( ⋅ 𝑟 ⋅ 𝑚 + 𝑉 ′
𝑎𝑑𝑣 ⋅ (1 − 𝑚), 𝑡))

s.t. 𝑉 ′
𝑎𝑑𝑣 = 𝛬

(

𝑉𝑎𝑑𝑣, 𝛬𝑐 , 𝛬𝑑 , 𝛬𝑠
)

(9)

5. Experimental results and discussion

We divide the experiment into two parts.
(1) Verifying the initial antagonism of the AEs generated by the

algorithm. In this part, the experiment first tests the effectiveness of
the AEs generation method for the known dataset, that is, using that
method to generate AEs for the video of the digital world and test theirs
performance.

(2) Verifying the transformed robustness of the AEs generated al-
gorithm against disturbances from the physical world. In this part,
we first generate the approximated dataset in the simulated physical
environment. Then we generate the AEs for that dataset in the digital
environment, print the adversarial patch, and paste it on the surface
of the moving object according to the calculated location. It can keep
the objects maintaining the same motion as the trained AEs. Finally,
we input it into the model through the input device to test its practical
effect.

For convenience, the two parts above will be called the digital world
AEs experiment and the physical world AEs experiment, respectively.

5.1. Experimental setting

Datasets.
Digital world AEs experimental dataset: HMDB-51 [36]. The dataset

contains 51 actions, including 6849 videos of facial activities, body ac-
tions, object interaction, and human interaction. The experiment selects
two kinds of actions: ‘‘shaking hands’’ and ‘‘wave’’, and it randomly
selects 10 videos of each action as input.

Physical world AEs experimental dataset: this part first pre-records
10 videos of two categories (‘‘shaking hands’’, ‘‘wave’’) under dif-
ferent environmental settings as the training dataset of the physical
world AEs. Settings of different environments are ‘‘laboratory envi-
ronment’’ and ‘‘outdoor environment’’, and various lighting settings
9

Table 1
Accuracy of threat nodels under the datasets.
Model Datasets

HMDB-51 Sampling dataset

C3D 59.57% 84.00%
LRCN 37.24% 64.00%
I3D 60.4% 56.00%

Fig. 12. Figure for showing the environment settings of the experiment of physical
AEs generation..

Fig. 13. The difference between original image and the image after printing and taking
photo.

are ‘‘LED energy-saving lamp’’ and ‘‘Sunlight’’. And the settings of
different speeds and distances are shown in the parts of the follow-
ing experiment. We refer to that dataset as a ‘‘sampling dataset’’ for
simplicity.

Models.
Threat model: regarding the digital world AEs experiment, we select

I3D [39], C3D [40] and LRCN [41] as the threat models. In physical
world AEs experiment, we transformed those models as the real-time
models and then test the performance.

The accuracy of these models on the HMDB-51 dataset and sampling
dataset is shown in Table 1. It is noted that the C3D model takes 48
frames as the input, and the I3D model and LRCN model take 16 frames
as the input.

Physical Environment Equipments.
As Fig. 12 shows, we place the input device (camera: ‘Logitech-

c270’) on display and put the display on the surface of the box on the
table to ensure the height of the camera easy to record the actions. And
we set a ‘‘LED energy-saving lamp’’ above the camera, keeping the light
constant.

In addition, the printing device in the experiment is the ‘‘HP Deskjet
1110 series’’. Fig. 13 shows the difference between the original picture
and the picture after transformation, including print and take photos.

Metrics.
The evaluation metrics are as follows:
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Fig. 14. Figure for results that generate in the digital world. And we sample each frame every seven frames of 48-frames input. That is 0,7,14,21,28,35,42,47. The original label
is ‘shake-hands’, after putting the patch on the hands, the label is ‘shoot-gun’.
Table 2
Table for comparing the result of different approaches. For the limitation of the
length of the table, we simplified the method name. ‘‘Wei2018’’ is the method [17],
‘‘Zajac2019’’ is the method [30] and ‘‘Zhang2020’’ is the approach in [29].

Metrics Method

Wei2018 Zajac2019 Zhang2020 Ours

Consistent value No No No Yes
Motional location No No No Yes
Able to physical attack No No No Yes

• Fooling Rate (𝐹𝑅): The percentage of adversarial videos that are
successfully misclassified [22]. In the target attack, the misclas-
sified label must be the target label. In an untarget attack, the
misclassified label should be different from the original label. A
larger value represents a better attack.

• Space (𝑆𝑃 ): The area of the patch, we use the radius of a
circle as the measure of the area. A smaller value means smaller
perturbations, and the patch will be more imperceptible.

• Iterations (𝐼𝑇 ): The average number of iterations for generating
perturbations. A small value means a fast attack.

• Time (𝑇 𝐼): The time of required to attack a video. A small value
denotes a fast attack.

5.2. Adversarial perturbations in the digital world

Compared with other digital world AEs generation methods, this
algorithm can generate digital world adversarial videos which is spatial
motional and temporally consistent. As shown in Table 2, we give the
comparison between our algorithm and other digital world video AEs
generation algorithms. Our perturbations are motional, whose location
changes with the hands. And the value of perturbations keeps consistent
during the video playing.

The digital world AEs experiment tests the experimental results
of adversarial videos without transformation of physical world, as
shown in Table 3. In order to ensure the consistency of experimental
conditions, we set the ‘S = 0%’ in the work [17] attack, and ‘W = 4’ in
the [30]. Fig. 14 visualize the experimental results of the digital world
AEs.

Our algorithm achieves an 100% attack success rate under the
test settings. According to the evaluations, we make the following
observations. (a) With the increase in 𝑆𝑃 , the success rate 𝐹𝑅 of the
attack increases. We notice that the 𝐹𝑅 of single-video training under
10
the 55 𝑆𝑃 setting of the C3D model is 0.78, but it is 1.00 with iterative
training. The iterative training strategy uses the 48 frames of each video
to iteratively train the patch, while the single-video training process
only uses the first 48 frames to train the patch. Therefore, the iterative
training method can enhance the strength of adversarial noise and
improve the success rate of the attack. (b) In the current settings used
for our experiments, the best 𝑆𝑃 s of different models are different. Our
experiments can provide an indication for setting different mask sizes.
Moreover, no direct relation is observed between the size of the mask
and the experimental performance. We generally believe that the larger
the mask is, the better the performance. However, the experimental
results show that this is not the case. When the mask size is too large,
excessive noise is produced, so the algorithm’s optimization process
needs to ‘‘pull the noise back’’ to a smaller value, which leads to a
reduction in efficiency. (c) The best 𝑆𝑃 s of single-video training and
iterative training are also different. The reason for this finding is the
same as that in ‘(a)’.

5.3. Adversarial perturbations in physical world

In this section, we test our algorithm in real physical settings. We
test it on a real-time dynamic video recognition model, which can
clearly demonstrate the model performance. The real-time recognition
method is more suitable for applications involving actual scene. Fig. 15
shows the adversarial results obtained in the physical world.

To test the experimental results under different distances, we stick
the patch on the hands and stand at different distances in front of
the camera. We record 10 videos while keeping the other physical
environment variables consistent. Then, we test the 𝐹𝑅. The results
are shown in Table 4. Specifically, the 𝐹𝑅 metric is the untarget attack
accuracy.

As Table 4 shows, distance changes have significant impacts on
adversarial attacks. Although the training process includes distance
variation during the generation of adversarial videos, the distance still
plays a vital role in the adversarial features of perturbations. In addition
to the decrease in the percentage of perturbations relative to the whole
space caused by the increase in distance, two other factors are present:
the cameras fails to accurately capture the perturbations, other non-
adversarial pixels increase. If the training process does not address
different distances, the performance becomes more unsatisfactory. The
details are shown in the ablation study.

Lastly, we show our adversarial videos can destroy the temporal re-
lations between the frames. We generate the Class Activation Maps [42]
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Table 3
The results of the digital adversarial attacks. The arrow in the table means the performance of the value of metrics. The ↓

means it has a better performance when the value of the metrics is lower. The ↑ means it has a better performance when
the value of the metrics is higher. The reason is illustrated in Section Metrics.
Metrics Method

C3D I3D LRCN

SP(↓) 25 40 60 25 40 60 25 40 60
FR(↑) 0.40 1.00 1.00 0.30 1.00 1.00 0.45 1.00 1.00
IT(↓) 50.27 73.67 82.73 70.00 72.00 48.72 88.76 96.6 82.22
TI(↓) 184.73 235.1 263.7 95.59 101.59 50.59 154.28 172.6 88.60
Fig. 15. The first line contains the results of attacking the real-time dynamic recognition model in the physical world. The second line contains the frames of the original videos.
Table 4
The experimental results obtained under different distances and speeds.

Distance/Speed Wave Shake-hands Distance/Speed Wave Shake-hands

77.5 cm/60′ 77.5 cm/80′

77.5 cm/80′ 122 cm/80′

77.5 cm/100′ 152 cm/80′

77.5 cm/120′ 182 cm/80′

FR 77.5 52.5 FR 35 37.5
of our adversarial videos and the original videos, which are as shown in
Fig. 16. From that figure, we can see that in the original video frames,
whose video’s label is ‘wave’, the attention map is moving with the
action of the palm. However, that maps of adversarial video frames are
focus on the same location, which like the ‘fog’ of the cigarettes.

6. Ablation study

In our algorithm, we use iterative training to eliminate the influence
of different inputting style. In order to show the effectiveness of itera-
tive training, we design ablation study as shown in Table 5. As Table 5
shows, the attack success rate of AEs after iterative training is higher
than that of only using single video training. For C3D model, iterative
training uses every 48 frames in the video as the trained input, while
single video training only uses the first 48 frames as the trained input.
When the 𝑆𝑃 is 40, the attack success rate of AEs obtained by single
video training is 0.78, while ti is 1.00 for iterative training. Meanwhile,
because iterative training improves the attack ability of AEs, the 𝑆𝑃 of
the required dynamic mask can be reduced to a certain extent.

To prove the importance of training the 𝛬𝑠 and 𝛬𝑑 of the transform
function, we test the performance achieved when losing one of these
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two parts and when losing both parts in the physical adversarial attack.
We select 10 videos from the sampled videos recorded at different
distances and different speeds. We test the 𝐹𝑅s yielded under the three
settings. As shown, we label the ‘ls-attack’ as the setting of losing the 𝛬𝑠
during training, the ‘ld-attack’ as that of losing the 𝛬𝑑 during training,
and ‘lds-attack’ as losing all the two parts of training. The performance
is shown as Fig. 17. We set the 𝑆𝑃 of that experiment is 55. We can
clearly see that the 𝛬𝑠 training and the 𝛬𝑑 training can improve the
𝐹𝑅.

We also generate the perturbations by using the traditional mask
generation method, which is shown in Fig. 18. The perturbations of this
method can also result in model misclassifications in the digital world.
However, they cannot work in the physical world if we only choose one
frame, clip the noise and then stick the patch on the hand. Although
this method does not work well in the current situation, we suppose
that if technology lets the perturbations change with the video within
the same frame rate and defends the destruction of adversarial features
due to the different sampling rates, the FR achieved under the target
setting will increase.

We also design comparative experiment attacking the model by
sticking the Gaussian Noise, which has the same size in the same
location as others. Fig. 19 shows it.
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Fig. 16. The figure of class attention map of adversarial video frames and original video frames. The first and the third lines are the class attention map, and the second and the
fourth lines are the original frames. The top six pictures are the clean video frames, whose label is ‘wave’. The bottom six pictures are the adversarial video frames, whose label
is ‘smoke’. The adversarial video is generated by sticking a patch whose radius is 55 pixels.

Fig. 17. The results of physical adversarial attacks under different settings.

Fig. 18. The figure of the results generated in the digital world by the traditional mask generation method.



Journal of Information Security and Applications 69 (2022) 103278Z. Du et al.
Table 5
The results of the digital adversarial attacks. The iterative training process uses the 48 frames of each video to iteratively train the patch, while
the single-video training process only uses the first 48 frames to train the patch. The arrow in the table means the performance of the value
of metrics. The ↓ means it has a better performance when the value of the metrics is lower. The ↑ means it has a better performance when
the value of the metrics is higher. The reason is illustrated in Section Metrics.
Model Metrics

Single video training Iterative training

SP(↓) FR(↑) IT(↓) TI(↓) SP(↓) FR(↑) IT(↓) TI(↓)

C3D

40 0.62 100.04 2108.2 25 0.40 50.27 184.73
45 0.78 92.00 1920.4 30 0.40 67.41 210.39
50 0.85 81.25 1719.0 45 0.78 71.22 233.82
55 1.00 59.72 772.7 50 1.00 70.33 219.98
60 1.00 53.00 720.01 55 1.00 82.73 263.7

I3D

25 0.54 30.09 40.28 25 0.72 70.00 95.59
35 0.54 32.94 49.29 35 0.78 63.33 60.30
40 0.78 32.28 43.86 40 0.78 72.00 101.59
55 1.00 33.22 52.04 55 1.00 48.83 44.03
60 1.00 33.78 51.33 60 1.00 48.72 50.59

LRCN

25 0.35 40.87 60.21 25 0.35 88.76 154.28
35 0.35 42.56 65.04 45 0.40 80.94 79.32
45 0.54 42.44 75.45 45 0.54 86.61 110.89
55 1.00 42.28 64.49 55 1.00 83.44 80.99
60 1.00 43.56 80.28 60 1.00 82.22 88.60
Fig. 19. Figure for attacking the real-time human recognition model by adding Gaussian Noise on the palm.
7. Conclusion

Our work is the first study to generate physical adversarial patches
attacking real-time dynamic video recognition models. We also propose
to develop a motional but temporally consistent perturbations method.
We utilize improved object tacking methods to generate a motional
mask and use the center location of the mask to obtain temporally
consistent noise. We perform extensive experiments to evaluate our
method in different settings and demonstrate its effectiveness in the
physical world. However, we only take two actions as examples to
verify our framework and give the algorithm for the two actions. In
future, we will extend our work to more actions and increase the
generality of our algorithm.
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Appendix

A.1. Analysis of Eq. (1)

In this section, we give the detailed derivation of Eq. (1). First we
recalled the Shoelace Theorem as Theorem 1.

Theorem 1 (Shoelace Theorem). Suppose the polygon 𝑃 has vertices
(

𝑎1, 𝑏1
)

,
(

𝑎2, 𝑏2
)

, …
(

𝑎𝑛, 𝑏𝑛
)

, listed in clockwise order. Then the area (𝐴)
of 𝑃 is

𝐴 = 1 |

|

(

𝑎 𝑏 + 𝑎 𝑏 +⋯ + 𝑎 𝑏
)

−
(

𝑏 𝑎 + 𝑏 𝑎 +⋯ + 𝑏 𝑎
)

|

| (A.1)

2 |

1 2 2 3 𝑛 1 1 2 2 3 𝑛 1
|
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Fig. A.20. Figure for polygon and centroid of Eq. (1).
The centroid of a non-self-intersecting closed polygon defined by 𝑛
vertices

(

𝑎1, 𝑏1
)

,
(

𝑎2, 𝑏2
)

, …
(

𝑎𝑛, 𝑏𝑛
)

is the point
(

𝐶𝑥, 𝐶𝑦
)

is

𝐶x =
1
6𝐴

𝑛−1
∑

𝑖=0

(

𝑎𝑖 + 𝑎𝑖+1
) (

𝑎𝑖𝑏𝑖+1 − 𝑎𝑖+1𝑏𝑖
)

,

𝐶y = 1
6𝐴

𝑛−1
∑

𝑖=0

(

𝑏𝑖 + 𝑏𝑖+1
) (

𝑎𝑖𝑏𝑖+1 − 𝑎𝑖+1𝑏𝑖
)

,

(A.2)

According to Eq. (A.2) and the definition of key points in Sec-
tion 4.1, we have the following derivation. Give 𝑛 key points
(

𝜉0, 𝜓0
)

,
(

𝜉1, 𝜓1
)

, …
(

𝜉𝑛−1, 𝜓𝑛−1
)

, they can get the polygon shown in
the middle picture of Fig. 8. For easy understanding, we redisplay it in
Fig. A.20.

Putting Eqs. (A.1) to Eq. (A.2), we have the following proof of
Eq. (1).

Proof. The centroid (𝛯,𝛹 ) is

𝛯 = 1
6𝐴

𝑛−1
∑

𝑖=0

(

𝜉𝑖 + 𝜉𝑖+1
) (

𝜉𝑖𝜓𝑖+1 − 𝜉𝑖+1𝜓𝑖
)

= 1

6( 12
|

|

|

|

(

∑𝑛−1
𝑖=0

(

𝜉𝑖𝜓𝑖+1 − 𝜓𝑖𝜉𝑖+1
)

)

|

|

|

|

)

𝑛−1
∑

𝑖=0

(

𝜉𝑖 + 𝜉𝑖+1
) (

𝜉𝑖𝜓𝑖+1 − 𝜓𝑖+1𝜓𝑖
)

=
∑𝑛−1
𝑖=0 (𝜉𝑖𝜓𝑖+1 − 𝜉𝑖+1𝜓𝑖)(𝜉𝑖 + 𝜉𝑖+1)

3
∑𝑛−1
𝑖=0 (𝜉𝑖𝜓𝑖+1 − 𝜉𝑖+1𝜓𝑖)

(A.3)

𝛹 = 1
6𝐴

𝑛−1
∑

𝑖=0

(

𝜓𝑖 + 𝜓𝑖+1
) (

𝜉𝑖𝜓𝑖+1 − 𝜉𝑖+1𝜓𝑖
)

= 1

6( 12
|

|

|

|

(

∑𝑛−1
𝑖=0

(

𝜉𝑖𝜓𝑖+1 − 𝜓𝑖𝜉𝑖+1
)

)

|

|

|

|

)

𝑛−1
∑

𝑖=0

(

𝜓𝑖 + 𝜓𝑖+1
) (

𝜉𝑖𝜓𝑖+1 − 𝜓𝑖+1𝜓𝑖
)

=
∑𝑛−1
𝑖=0 (𝜉𝑖𝜓𝑖+1 − 𝜉𝑖+1𝜓𝑖)(𝜓𝑖 + 𝜓𝑖+1)

3
∑𝑛−1
𝑖=0 (𝜉𝑖𝜓𝑖+1 − 𝜉𝑖+1𝜓𝑖)

(A.4)

Appendix B. Supplementary data

Supplementary material related to this article can be found online
at https://doi.org/10.1016/j.jisa.2022.103278.
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