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Abstract. The rapid development and widely spread of deepfake techniques have
raised severe societal concerns. Thus detecting such forgery contents has become
a hot research topic. Many deepfake detection methods have been proposed in
an artifacts-driven manner. They are well-designed to capture subtle artifacts of
the face region in different domains. But since the lighting information is usually
ignored during the forgery process, whichmay cause inconsistent lighting between
the original face and forged one, we believe that this kind of semantic information
can be useful to promote detection accuracy. In this paper, we propose a lighting
inconsistency based deepfake detection method. We apply the color constancy
technique to each sample and obtain a pre-processed image. Then the unique
lighting information of each sample can be obtained by calculating the difference
between the processed image and the original one. The lighting informationwill be
used as an assistant channel for better detection accuracy. Extensive experiments
show that ourmethod can achieve obvious enhancements compared to the baseline
method.
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1 Introduction

Benefiting from the development of extraordinary deep generative models, such as Gen-
erative Adversarial Networks (GAN) [1] and Variational Autoencoders (VAE) [2], deep-
fake technique springs up and become an arousing research topic. The ultra-realistic
face images or videos are indistinguishable for human eyes, they can easily be abused
for malicious purposes and eventually lead to adverse social, political and economic
consequences, such as fraud, defamation and fake news [3–7].

Early forged faces generated by imperfect synthesis algorithms will introduce obvi-
ous visual artifacts, which can be easily distinguished by many handcraft artifact-based
detection methods [9, 10]. Some methods take the original RGB images as input and
automatically train the detection models in a vanilla binary classification manner [16,
17]. In this manner, the models are likely to overfit to specific dataset and struggle to
handle more challenging cases. Some recent work has carefully designed the detection
model and introduced more effective modules, such as attention mechanism [18–20],
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texture features [20, 21], audio-visual modes [22] and spectrum [23], to capture more
robust features for deepfake detection. However, those methods are mostly designed
in an artifacts-driven way, ignoring some potential semantic inconsistency between the
original faces and the forged ones.

We observe that lighting clues have not been taken into consideration in most of the
deepfake forgery techniques. As shown in Fig. 1, although the forged faces can swap
the identity of the source image and preserve the attribute of the target, the reflection
of the face region is also swapped which causes an unnatural result. This abnormal
lighting information is usually not captured by existing detection methods, which might
be effective assistant information for deepfake detection.

To this end, we propose a light-inconsistency based method for deepfake detection,
which leverages the lighting information of the face images to assist the detection. In
this paper, we first apply the color constancy technique to face image obtain a pre-
processed face image and extract the global lighting information caused by illumination
and reflection. The lighting information is directly calculated as the differences between
the pre-processed images and the original ones. The lighting information is then fed into
the backbone network directly as an assistant channel for training.

(a)Source (b)Target (c)Swapped

Fig. 1. An illustration of the lighting changes before/after swapping. It can be obviously observed
that the swapping method can not handle the lighting refinement problem and leaves obvious
lighting inconsistency between the swapped face (preserve the lighting information of source) and
the target face.

To demonstrate the effectiveness of our lighting inconsistency based method, we
conduct extensive experiments on different existing datasets, including FaceForensics++
[16], Celeb-DF [17] and DFDC [24]. It shows that our method is superior to the baseline
method. The visualization results show that our method also has good interpretability.

The major contributions in this paper are summarized as follows:
We propose a lighting inconsistency based deepfake detection model, which utilizes

the semantic lighting information as assistance to promote the detection ability.
We analyze the visualization results of the lighting differences between the original

faces and forged ones. Our method exhibits good interpretability.
·Extensive experiments demonstrate that our method outperforms baseline methods

in various datasets.
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2 Related Works

Deepfake is indeed a hot research problem in computer vision and graphics recently.
Existing deepfake forgery methods try to produce more realistic human faces. This trend
makes the deepfake detection methods focus on capturing the subtle visual artifacts
of the manipulated faces rather than leveraging more global information, e.g. lighting
information. In this section, we will briefly introduce the development of deepfake
forgery and detection methods. Besides, we introduce the color constancy which is
related to the global lighting information.

2.1 Deepfake Forgery

Rapid progress in deep generative models (such as GAN [1] and VAE [2]) has ignited the
interests of both academia and industry. Based on the generative techniques, deepfake
forgery achieves tremendous success in very recent years. Currently deepfake forgery
methods can be roughly divided into two types: face swapping and face attribute editing.
The face swappingmethods usually swap the face identity between the source and the tar-
get, while the face attribute editing focuses onmodifying part of the facial attributes such
as transferring the facial expressions and poses from on portrait to another. Face2face
[25] is a typical face attribute editing method, which captures the face expression from a
source image and transfers it to the target image. DeepFakes [26] and FaceSwap-GAN
[27] are two deep generativemodels based face swappingmethods. Recently, FaceShifter
[28] proposes a two-stage framework for high fidelity and occlusion-aware face swap-
ping. And Head2Head [29] uses a 3D modeling for specific portrait video to make the
poses and expressions controllable for facial reenactment.

Based on those well-developed deepfake forgery methods, many datasets have been
proposed to promote the deepfake detection methods, such as Face Forensics++ [16],
Celeb-DF [17] and DFDC [24]. However, as we mentioned above, these methods are
proposed for more high-fidelity deepfake videos, which usually pay attention to fix the
subtle visual artifactswhile ignore the global lighting harmonization. Recently,AOT [33]
firstly notice the importance of lighting in generating more-realistic results. It adopts
the appearance optimal transport model to fix the appearance gaps of illuminations and
skin colors between the source and target portraits during the identity swapping. But it
has not been widely used in the current deepfake datasets.

2.2 Deepfake Forgery

Since the deepfake forgery has potential societal security concerns, it is of paramount
importance to develop effective countermeasures against it. Many works [9–12, 30–32,
34] have been proposed. Early works exploit visual biological artifacts, which is hand-
crafted, such as eye blinking [10], inconsistent head poses [9], some facial expression
changes. XceptionNet [16] is directly used for extracting the spatial features for deep-
fake detection. Due to the effectiveness, XceptionNet has been a most adopted network
architecture in deepfake detection methods. Recently, different perspectives has been
considered in emerging works. Multi-attention [19] firstly introduce the idea of fine-
grained classification task into deepfake detection and obtained excellent performances
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on specific datasets. Face X-ray observed the blending boundary artifacts generated by
deepfake forgery and achieves the state-of-art performance on transferability at that time.
Spatial Phase Shallow Learning is also a brand new work which focusing on the fre-
quency domain of the manipulated pictures, which achieves a convincing performance
on transferability. However, almost all the methods are simply focusing on the texture
artifacts, while the semantic information of light is often neglected. As we mentioned in
Sect. 2.1, the existing deepfake generation methods perform bad at the semantic level of
lighting, so we believe that the semantic information of lighting can be useful auxiliary
information for deepfake detection task.

2.3 Color Constancy

Color constancy is also known as white balance, reflects the human brain’s judgment of
color. Human beings have a psychological tendency not to change the color judgment of a
specific object due to light source or external environmental factors, which is called color
constancy. Due to the characteristic of color constancy, the forged human face image
can also show good realistic to human eyes even the lighting may be very different from
the original image. However, the changes in lighting could be a useful information for
deepfake detection.

Color constancy has been investigated for decades and numerous conventional algo-
rithms are based on low-level imagery statistics, such as White-Patch, Gray-World,
Gray-Edge, Shades-of-Gray, Bright Pixels, Grey Pixel, Gray Index and some other
enhancement algorithms.

Recently, there are also some network-based methods in color-constancy, however,
conventional methods have been able to accomplish this task well. So in this paper we
use Automatic Color Equalization Algorithm (ACE) as the color constancy method.

3 Light-Inconsistency Learning

In this section we will introduce the main structure of our Light-Inconsistency method.
We will talk about the light extraction module and main structure in Sect. 3.1, and we
will make a further analysis of light inconsistency in Sect. 3.2.

3.1 Main Structure

In common deepfake generating methods, there is no limiting conditions to reconstruct
the illumination texture on the manipulated faces, so introducing the lights into the
classification models is essential to make it perform better. But how to obtain a method
which is fast and effective seems to be a problem. In the field of color constancy in
computer vision, the key is to separate the change in the color due to background lighting
from the single object itself. In this way, colour constancy is a way to clear out the special
filter caused by illumination and reflection, which is what we desire in this task.
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Fig. 2. Main Structure of Light-Inconsistency-Learning. Firstly, we use color constancy methods
to obtain a processed image, then an absolute difference is calculated. Both difference and the
original input image will be send into the classification model.

Colour constancymethods embraces a considerable variety, including learning-based
methods and classical statistics-based methods. Learning-based methods perform better
on the single colour constancy task, however, this advantage is basically based on the
angular errors, which is not important in deepfake detection. On the other hand, classical
statistics-based methods calculate much less than learning-based methods and is much
easier to transplant to traditional deepfake detection frameworks. To this end, we use
ACE algorithms as our light extraction method.

Ace algorithm is derived fromRetinex algorithm. The algorithm considers the spatial
position relationship of color and brightness in the image, carries out adaptive filtering
of local characteristics, realizes image brightness and color adjustment and contrast
adjustment with local and nonlinear characteristics.

Firstly, we adjust the color in spatial domain of the image, complete the color dif-
ference correction of the image, and obtain the spatial domain reconstructed image
(Fig. 2):

Rc(p) =
∑

j∈Subset,j �=p

r(Ic(p) − Ic(j))

d(p, j)
(1)

In this part, Rc Is the intermediate result, Ic(p) − Ic(j) is the brightness difference
between two different points, d(p, j) represents the distance measurement function,
r(∗) is the brightness expression function, which should be an odd function; This step
can adapt to the local image contrast, r(∗) can enlarge small differences, enrich large
differences, and expand or compress the dynamic range according to the local content.
Generally, r(∗) can be denoted as:

r(x) =
⎧
⎨

⎩

1 , x < −T
x/T , −T ≤ x ≤ T
−1 , x > T

(2)
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In the second part, we need to dynamically expand the corrected image. Ace algo-
rithm is for a single color channel. For color RGB images, each channel needs to be
processed separately. Among them, a simple linear extension can be denoted as:

Oc(p) = round [127.5 + scRc(P)]
Mc = max[Rc(p)]
mc = min[Rc(p)] (3)

Through the above operations, ACE can be regarded as a simplified model of human
visual system, and its enhancement process is consistent with human perception. And
this operation could be calculated non-learning and quickly, so it is quite efficient to be
used in deepfake detection.

Once the processing procedure was done, we get two inputs for the classification
model. One is the original image, and the other one is the absolute difference obtained
by calculating the difference between the processed image and the original input. To this
end, we obtained a new input image which can be considered as the light information of
the input image.

Then we make a channel-wise concatenation before all the images are sent into the
classification model. To make things go on, the first layer of the particular classification
model must be adjusted to 6 instead of the default number of 3, which means a 3-channel
RGB information is added when the classification model is training and testing. And the
total 6-channel information is sent into the further layer for convolution and feature with
light inconsistency is then extracted. We have to mention that this structure is so simple
that it may fit all kinds of neural networks, so this structure is easy to be popularized to
all kinds of training-based deepfake detection methods. We can also consider this part
as a kind of data augmentation which focus more on the light information which is often
neglected by common detecting methods. To this end, we successfully introduced the
light information to the training of the deepfake detection network.

Introducing the light information into the classification model is to make the classi-
fication model catch the subtle inconsistency and other difference better, which signif-
icantly improves the classification accuracy in nearly every task. All the experimental
results will be introduced in Sect. 4.

3.2 Analysis of Light Inconsistency

It is obvious that we can catch some of the illumination differences through direct
watching the real and synthesized pair of pictures (Fig. 1), but how can we catch more of
the subtle lighting difference still remains a question. In this part we will make a further
analysis of this certain problem.

We introduced a color-based visual enhancement algorithm to make the visual
difference much more evident to observe. The algorithm is listed below:
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In this part, we make an inversion to the absolute difference calculated by the ACE
algorithm, and then we make a color enhancement to it. As it is shown in Fig. 3, it is
easy to observe that in the third column which is the enhanced difference, there is a
obvious difference between the original faces and the manipulated faces. Especially the
red part on the cheek of the faces, there is much less red parts in the manipulated faces.
The more color in the third column here means that the less part is eliminated during
the light extraction processing, and that means, the manipulated faces are more smooth
in illumination.

Fig. 3. The analysis of the light inconsistency learning. The first column is the original input
picture, the second column is the absolute difference, the third column is the enhancement result,
and the fourth is the detail of the enhanced difference. The obvious difference is boxed.

4 Experiments

In this section, we present extensive experiments on different datasets to demonstrate the
effectiveness of our approach.We test the performances of our method and two baseline
methods on FaceForensics++ [16], Celeb-DF [17] and DFDC [24], which are three
commonly used datasets for deepfake detection.
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4.1 Evaluations on FF++

In this section, we first compare our method to a baseline method XceptionNet on
FF++ [16]. We evaluate our methods on different video compression settings including
high quality (HQ (c23)) and low quality(LQ(c40)). Table 1 shows the testing accuracy
comparison of the original XceptionNet our method based on XceptionNet. Our method
obtains an obvious improvement or is on par with baseline on both HQ and LQ settings.

It is worth mentioning that the certain improvement is huge on the specific task on
NeuralTextures,which is a task that embraces less texture-based artifacts. This represents
ourmethod has a stronger ability to capture semantic artifacts than simply using network-
based methods. This can also be seen on LQ dataset results that the improvement is way
higher than the improvement on HQ datasets. Low-quality videos have been compressed
strongly so common neural networks can not capture the texture-based featureswell. The
improvement of accuracy performancemainly benefits from the extra light-inconsistency
learning capturing the semantic artifacts.

Since ourmethod is backbone independent, it is easy to transfer the lighting inconsis-
tency learning strategy to other backbones. In Table 2, we apply ourmethod toResNet-50
and compare the performance to the original ResNet-50. Our method can also enhances
a convincing improvement.

Table 1. Comparisons to XceptionNet on FF++

Datasets DF_c23 NT_c23 F2F_c23 FS_c23 Total_c23

XceptionNet 98.69 93.67 98.7 99.08 92.83

Ours 98.92 94.37 98.34 97.75 95.74

Datasets DF_c40 NT_c40 F2F_c40 FS_c40 Total_c40

XceptionNet 95.21 78.02 90.66 91.99 84.75

Ours 97.41 80.37 90.68 92.93 85.52

Table 2. Comparisons to ResNet-50 on FF++

Datasets DF_c23 NT_c23 F2F_c23 FS_c23 Total_c23

ResNet-50 97.55 91.33 98.25 98.25 92.06

Ours 97.68 92.16 98.14 97.53 95.41

Datasets DF_c40 NT_c40 F2F_c40 FS_c40 Total_c40

ResNet-50 96.42 76.58 88.36 88.36 84.11

Ours 97.26 78.65 88.92 90.84 85.47

4.2 Evaluations of Celeb-DF and DFDC

To further demonstrate the effectiveness of our methods. We also compare our method
to the baseline method on Celeb-DF and DFDC datasets. Both datasets have better
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visual-quality videos compare to FF++. DFDC is the most challenging deepfake dataset
since the fake videos in it are quite hard to distinguish by human eyes. Obvi-ously, the
results in Table 3 demonstrate that our method also achieves better per-formances on
such challenging datasets.

Table 3. Comparisons to XceptionNet on DFDC and Celab-DF

Datasets DFDC Celab-DF

XceptionNet 78.26 98.24

Ours 80.47 98.96

5 Conclusion

In this work, we propose a brand new face forgery detection method focusing on the
light information which is often neglected by common detection methods. The core
competence of our work is that the light information contains more abundant semantic
feature and these feature will help our classification model perform better. Besides, our
work forces the network to focus more on the light inconsistency of the manipulated
faces to capture semantic artifacts for more robustness. We use extensive experiments to
prove that our method can make an obvious improvement on the face forgery detection,
especially on the low quality tasks.
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