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Feature Fusion Based Adversarial Example
Detection against Second-Round Adversarial

Attacks
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Abstract—Convolutional Neural Networks (CNNs) achieve re-
markable performances in various areas. However, adversarial
examples threaten their security. They are designed to mislead
CNNs to output incorrect results. Many methods are proposed to
detect adversarial examples. Unfortunately, most detection-based
defense methods are vulnerable to second-round adversarial
attacks, which can simultaneously deceive the base model and
the detector. To resist such second-round adversarial attacks,
handcrafted steganalysis features are introduced to detect ad-
versarial examples, while such a method receives low accuracy
at detecting sparse perturbations. In this paper, we propose
to combine handcrafted features with deep features via a
fusion scheme to increase the detection accuracy and defend
against second-round adversarial attacks. To avoid deep features
being overwhelmed by high-dimensional handcrafted features,
we propose an expansion-then-reduction process to compress
the dimensionality of handcrafted features. Experimental results
show that the proposed model outperforms the state-of-the-art
adversarial example detection methods and remains robust under
various second-round adversarial attacks.

Impact Statement—Currently, deep learning systems have im-
portant applications and outstanding performance in various
areas, e.g., recognizing traffic objects in autopilot systems, classi-
fying images for online search engines. But, their outputs will be
wrong if inputs are added imperceptible malicious perturbations,
called adversarial perturbations. For instance, the deep learning
autopilot systems will ignore an adversarially perturbed “STOP”
sign and keep moving. The detector proposed in this paper iden-
tifies various types of adversarial perturbations with averaging
more than 95% accuracy. The adaptive perturbations against the
detector only achieve about 10% success rate. With such detection
accuracy and robustness, the detector can effectively protect deep
learning systems from being attacked. For instance, it can help
autopilot systems identify malicious objects. For online search
engines, it can help to detect sensitive images that are hidden by
adversarial perturbations.

Index Terms—Adversarial examples, Detection, Steganalysis,
Information hiding, Second-round adversarial attacks
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RECENTLY, deep neural networks make breakthroughs
in various fields, such as image classification [1], [2],

[3], object detection [4], [5], [6]. However, its applications
are threatened by adversarial examples [7]. These images are
intentionally perturbed to induce the target CNN to output
incorrect results. The perturbations are often small and visually
invisible to humans.

Most of the adversarial attack methods reduce the pertur-
bations by minimizing the lp distance between adversarial
examples and original images. Plenty of l2 and l∞-based
methods [8], [9], [10], [11], [12], [13], [14] have been proposed
since they are believed to own lower visibility and easy to
optimize. Even though the amplitude of perturbations is large,
l0-based methods only require modifying a few pixels. There
are also several works focusing on it [15], [16], [17], [12].

As adversarial examples become the major security concern
of CNNs, some methods were proposed to defend them
by enhancing the robustness of the target model, such as
adversarial training [18] and gradient masking [19], [20], or
pre-processing the input images [21], [22], [23], [24]. They
are called robustness-based defenses. While these methods
improved the robustness against adversarial examples, the
classification accuracy on clean images is reduced. Besides,
some robustness-based defenses require modifying target
models. For this reason, the research community turned to
detection-based defenses recently.

Some detection-based methods focused on anomalies of
the features from hidden layers, such as via the use of PCA
analysis [25], [26] or LID (Local Intrinsic Dimensionality)
[27]. Some other methods [28], [29], [30], [31], [32] detected
adversarial examples by analyzing the probabilistic outputs
of the target CNN. Grosse et al., Gong et al. and Metzen et
al. [33], [34], [35] proposed to detect adversarial examples
by constructing another CNN detector. Unfortunately, most
of the aforementioned detecting methods were proved to only
work on datasets with small image size or be vulnerable to the
second-round adversarial attacks [36], which can fool the base
model and the detector simultaneously by merging them as a
N + 1 classification model.

Inspired by the explanation of Ian Goodfellow [8], ad-
versarial examples can be viewed as a sort of “accidental
steganography”[37], [38], [39], [40], Liu et al. [41] have
proposed to detect adversarial examples from the viewpoint
of steganalysis[42], [43], [44], which is the countermeasure
of steganography. The same as adversarial attacks, steganog-
raphy minimizes the quantity and amplitude of perturbations.
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Furthermore, the perturbations are forced to happen in the
regions where the image textures are complex to further conceal
the secret messages. To counter steganography, steganalysis
calculates the residual maps of various high-pass filters to
capture the distortions caused by artificial operations on image
textures. Following the logic of steganalysis, Liu et al. adopted
SRM (Spatial Rich Model) [43] to detect adversarial examples.
Their method outperforms the previous ones on ImageNet
[45]. Moreover, due to various underivable operations in SRM
feature extraction, Liu et al.’s [41] method is robust against
second-round adversarial attacks.

However, to counter the “curse of dimensionality” caused
by profuse filters, SRM clamps the elements’ value in residual
maps. It severely limits its perception of large perturbations.
On the other hand, the effectiveness of various filters decreases
in detecting sparse perturbations. These factors inevitably make
SRM receive relatively low accuracies on detecting l0-based
adversarial examples. Hence, we turn to the recent advances
of CNN steganalysis [46], [47], [48], which suggest that
CNN detectors can outperform SRM, in adversarial example
detection. Meanwhile, the last layer features of CNN models
are often of low dimension. However, under the second-
round adversarial attacks [36], CNN detectors provide little
robustness. Fortunately, the advantages of SRM detectors and
CNN detectors are complementary, i.e., the former is robust
against second-round adversarial attacks while the latter own
higher detection accuracies. Hence, in this paper, a fusion model
is proposed to combine these complementary advantages.

In this paper, we propose a detection-based defense. It
utilizes an ensemble classifier-based fusion scheme to combine
deep features and optimized SRM features. It enables them
to provide their predictions to the final results. They become
the complement of each other. Specifically, the deep features
complement the information loss of optimized SRM features
caused by residual truncation, and optimized SRM features
would make the correct predictions when the deep features
are bypassed. Since SRM is a high-dimensional handcrafted
feature, it will overwhelm deep features if they are direct
concatenated. Hence, we propose an expansion-then-reduction
process to compress SRM’s dimensionality and improve its
detection ability. Specifically, we first expand dimensions by
adding channel correlations and enlarging truncation threshold
on residual maps. Then we adopt Fisher score [49], [50]
to scissor redundant features from the expanded SRM. The
final optimized SRM is with only 2048 dimension, which is
less than 1/10 of the original. Extensive experiments show
that the proposed detector outperforms the previous works in
detecting adversarial examples in datasets with either small or
large image sizes. Furthermore, the proposed detector remains
robust under various second-round attacks, including Carlini et
al.’s method [36], [12], BPDA [51] and adaptive query-based
attack [14].

II. RELATED WORKS

A. Spatial Rich Model

SRM [43] was utilized to detect adversarial examples in Liu
et al.’s work [41]. The diversity of residual computing enables

SRM to capture the distortions caused by invisible noises, such
as adversarial perturbations.

Residuals Computing. The typical residual form of the
linear predictor can be represented as:

Ri,j = X̂i,j(Ni,j)− cXi,j , (1)

where Ri,j ∈ RW×H , and c ∈ N is the residual order. Ni,j

represents local neighborhoods of pixel Xi,j , but Xi,j /∈ Ni,j .
X̂i,j is a predictor defined on Ni,j .

Residual Quantization and Truncation. To control the
dimension and reduce sparsity, the float residual maps are
truncated and quantized as the following formula:

Ri,j ← truncT (round(
Ri,j

q
)), (2)

where q is the quantization step, and truncT limits the
quantized residual values to [−T, T ]. In SRM, the default
set of q is {1, 1.5, 2} and the default value of T is set as 2.

Co-occurrence Matrices Computing. SRM computes co-
occurrence matrices from the truncated and quantized residual
maps as the final features. Co-occurrence matrix indexed with
d = (d1, d2, d3, d4) ∈ T4 , {−T, . . . , T}4 is denoted as Cd.
Given residual R = (Ri,j) and four neighbouring residual
samples with values d1, d2, d3, d4, the d-th element of co-
occurrence as follows.

Cd =
1

Z

∣∣∣{(Ri,j , Ri,j+1, Ri,j+2, Ri,j+3)|

Ri,j+k−1 = dk, k = 1, 2, 3, 4}
∣∣∣, (3)

where Z is the normalization factor that guarantees∑
d∈T4 Cd = 1.

B. Second-Round Adversarial attacks

To evaluate the robustness of a detector, Carlini et al.
[36] proposed second-round adversarial attacks. It generates
adversarial examples that will simultaneously fool the base
model Fbase and the detector D. Specifically, with all the other
parts kept the same, a function which combines the logits of
Fbase and D is formulated to replace the logits of Fbase in
C&W attack:

G(X)i =

{
ZFbase

(X)i, i ≤ N
(ZD(X) + 1) ·maxj ZFbase

(X)j , i = N + 1
(4)

where Z(·) is the logits of CNN, X is the input image and
i ∈ {i|N, 1 ≤ i ≤ N + 1} represents the class index. It can be
noticed that G(·) is like a classifier on N+1 classes. It has two
important properties: if ZD(X) > 0, i.e. the detector predicts
X as adversarial example, the label output of G(X) is N + 1.
If ZD(X) < 0, i.e. the detector predicts X as clean image, the
label output of G(X) is arg maxi (ZF (X)i). Hence, when the
output label of X is neither the correct label nor N + 1, the
second-round adversarial example is successfully generated.

III. THE PROPOSED METHOD

A. Motivation

As briefly introduced in Section I, SRM steganalysis features
are powerful in detecting small perturbations, including most
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Fig. 1. The proposed fusion model. The deep features and optimized SRM features (Fs-SCRMQ1T4 in the figure) are concatenated. Each of the two kinds of
features is fed separately to an ensemble classifier. Top-k%×Nh and top-(1− k%)×Nd base classifiers ϕi are considered in the majority voting for final
predictions.

kinds of adversarial perturbations. However, the perception
of SRM features on the perturbations of large amplitude is
quite limited. Since steganographic modifications are always
with ±1. To detect such small perturbations, SRM assembles
many diverse high-pass filters, which enables it to capture
small artificial perturbations in various kinds of texture patterns.
However, a large number of filters also produce high dimension.
To compress dimension, SRM clamps the element value of
residual maps to a small range. This operation makes little
impact on detecting steganography due to its small amplitude.
For l∞-based and most l2-based perturbations, SRM can still
detect them accurately because the number of modifications is
still quite large. However, for l0-based adversarial perturbations,
which are designed to perturb as few pixels as it can be, the
high diversity of filters only produces redundancy. On the
other hand, SRM is unable to perceive large perturbations. It
is not surprising that relatively low detection accuracies are
witnessed.

Since both steganographic perturbations and adversarial
perturbations can be regarded as high-frequency noises, the
ideas of designing CNN steganalysis models can be applied to
detect adversarial perturbations. Furthermore, CNNs are free
from the limitations of truncation. Higher detection accuracies
can be obtained. However, as Carlini et al. [36] indicated, CNN
detectors are vulnerable to the second-round adversarial attack.

Though truncation hinders SRM’s perception of large pertur-
bations, suchlike underivable operations in SRM provide the
robustness against second-round adversarial attacks. On the
other hand, the deep features from the penultimate layer of
CNN-based steganalysis models could perceive large and sparse
perturbations. Hence, in this paper, we propose to fuse the
optimized SRM features and deep features to improve the de-
tecting abilities against sparse perturbations while maintaining
robustness against second-round adversarial attacks.

B. The Fusion Model

To construct a fusion model that obtains robustness and
high detection ability, both optimized SRM features and deep
features should contribute to the final predictions. In this
paper, we propose to fuse them by random combination

and a majority voting structure. As shown in Figure 1, the
optimized SRM features (Fs-SCRMQ1T4) and deep features
are fed to several base classifiers, then the predictions are
considered comprehensively through a majority voting structure.
Note that the base classifiers ϕi are either trained with
optimized SRM features or deep features. Specifically, the
number of base classifiers and the dimensions of sub-spaces
of each base classifiers are optimized via the process of the
ensemble classifier in steganalysis [52]. We adopt the top-
k%×Nh(k ∈ [0, 100]) accurate base classifiers from optimized
SRM feature space and top-(1 − k%) × Nd accurate base
classifiers from deep feature space to construct the voting panel,
where Nh and Nd represent the number of base classifiers
trained with the optimized SRM features and the deep features.

The fusion structure has two key properties: 1) the random
combination and voting mechanism provide extra robustness
against second-round adversarial attacks. 2) It combines the
optimized SRM features and deep features through base
classifiers and majority voting, which can improve the detection
ability of the scheme. Since both optimized SRM and deep
features are effective independently, they can be utilized when
concatenated through proper classifiers. In the proposed scheme,
we adopt FLD (Fisher Linear Discriminator) as the base
classifier.

When the deep features are bypassed, the optimized SRM
features are the ones that detect the adversarial perturbations.
Hence, it is important to improve the detection ability of them.
Moreover, typical handcrafted features such as SRM [43] are of
high dimension. Direct concatenation will make deep features
overwhelmed and introduce excessive computations. Hence, in
this paper, we propose an expansion-then-reduction process to
improve the detection ability of SRM features also significantly
reduce their dimensions.

C. Dimension Expansion and Reduction

Adding Cross-Channel Features. SRM is designed for
grayscale images [43]. Liu et al. [41] consider the color images
as three independent grayscale images without utilizing the
dependencies across color channels. To enhance the ability to
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capture the cross-channel distortions, CRM [53] (Color Rich
Model) is added to the SRM features in this work.

For three channels of a true-color image X, let R(r) =

(R
(r)
i,j ), R(g) = (R

(g)
i,j ) and R(b) = (R

(b)
i,j ) be the residual maps

of three color channels, which are truncated and quantized
as Eq. 2. Similar to Eq. 3, the cross-channel co-occurrence
matrices are formed from the triplets (R

(r)
i,j , R

(g)
i,j , R

(b)
i,j ) as

follows:

Cd =
1

Z

∣∣∣{(R(r)
i,j , R

(g)
i,j , R

(b)
i,j )|

R
(r)
i,j = d1, R

(g)
i,j = d2, R

(b)
i,j = d3}

∣∣∣, (5)

where d = (d1, d2, d3), and Z guarantees
∑

d∈T3 Cd = 1.
To reduce the feature redundancy, the residuals of CRM are
quantized with single quantization step q = 1. Lastly, the same
as the original SRM, CRM features are symmetrized. The final
5404-D features are obtained.

Expanding the Range of Residual Maps. Steganographic
perturbations are minimal, which are always ±1 [54]. It allows
SRM to truncate the residual maps with a small threshold value
T = 2 while not damaging the detection accuracy. However,
adversarial perturbations often own larger amplitudes. The
truncation would hinder the SRM from capturing the distortion
caused by large adversarial perturbations on image textures.

Based on the observation above, we amplify the truncation
threshold T to 4. Since each co-occurrence matrix has (2T +
1)4 elements, further amplification would consume excessive
computation and storage resources in the feature extraction
process. Since we add CRM features and modify the truncation
value T , the fully expanded features are denoted as SCRMT4,
which is 389295-D.

Dimension Reduction. We take two steps to reduce the
dimension: 1) imposing a single quantization step, 2) selecting
features with Fisher scores.

SRM is the combination of features with three quantization
steps {1, 1.5, 2}. Inspired by CRM, we take a single quanti-
zation step with q = 1 to reduce the dimension to 135169-D.
We denote these 135169-D features as SCRMq1T4.

However, 135169-D is still too large. To further reduce
dimension, we utilize Fisher score to rank features and keep
the first Dopt ones. Given the clean image set C and the
corresponding adversarial example set A, we denote the feature
matrices of all the images in the datasets as Fc and Fa. For
the d-th feature Fd

c and Fd
a, the Fisher score Fs(d) is:

Fs(d) =

(
µd
c − µd

a

)2
(σd

c )
2

+ (σd
a)

2 , (6)

where µd
c and µd

a represent the mean values of d-th feature,
and σd

c and σd
a represent the standard deviations.

Similar to the Fisher score of single feature, Lu et al. [50]
proposed the Fisher score of feature matrices:

Fs =
Ω (µc,µa)

2

1
N

∑N
n=1 Ω

(
F

(n)
c ,µc

)2
+ 1

N

∑N
n=1 Ω

(
F

(n)
a ,µa

)2 ,
(7)

where Ω(·) represents the Euclidean distance between two
vectors, and µc, µa represent the vectors of mean values of

Fig. 2. The proposed CNN detector. We delete the max-pooling layer after
the second convolutional layer and reduce the stride to 1 in the early stages.

all the features, and F
(n)
c , F(n)

a represent the feature vectors
of the n-th sample from C and A.

Based on the Fisher score of single-dimension features and
feature matrices, the best separability will be obtained if the
feature with the highest Fisher score is always selected until the
Fisher score of feature matrices reaches its maximum. Based on
this logic, the feature selection process is presented as follows:

1) For each single-dimension feature pair Fd
c and Fd

a (d ∈
[1, D]), the Fisher score is calculated using Eq. 6.

2) All the features are sorted in descending order of Fisher
score. The rearranged feature matrices are Fc and Fa.

3) We calculate the Fisher score of the first D′-dimension
features using Eq. 7.

4) The maximum Fisher score is obtained with the first
Dopt-dimension features.

D. CNN Detector Design

Previous CNN steganalysis models suggested that pooling
operations are like average filtering [47], which will erase the
subtle perturbations, such as steganographic modifications and
adversarial perturbations. A similar effect is also brought by the
strides which are larger than 1. Moreover, the design of CNN
steganalysis models fell behind the most progressive computer
vision areas. Stacking unpooled modules in early stages [47]
creates CNN models with a large number of parameters. Hence,
we cancel the pooling operations and reduce the stride to 1 in
the early stage of typical CNN structures. The backbone of
the model we adopt is SE-ResNet18 [2], [55]. The structure
of the CNN detector is shown in Figure 2.

IV. EXPERIMENTS

A. Setup

1) Datasets and base models: Two widely studied datasets
ImageNet [45] and CIFAR-10 [56] are utilized for perfor-
mance evaluation in this paper. VGG16 [3] and ResNet18
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Fig. 3. The adversarial examples and modification maps of l0, l2 and l∞-based perturbations. We select SparseFool, DDN and PGD (ε = 2) as instance.

(or ResNet34) [2] are adopted as the base model. We adopt
ResNet18 in CIFAR-10 and ResNet34 in ImageNet. For each of
the two datasets, the target model is pretrained on the designed
training set. The designed test datasets are used to train and test
the detector. For ImageNet, 20, 000 images from the testing set
are randomly selected and evenly divided into two disjoint sets.
One is used for training the detector, while the other is used
for performance evaluation. For CIFAR-10, from the testing
set of the target model, which contains 10, 000 images, 1, 000
images are selected for performance evaluation while the other
is utilized for training the detector.

2) Adversarial examples: The proposed fusion detector
relays differentiate textures of natural images and adversarial
examples to classify them, thus various lp constrained adver-
sarial examples are adopted to evaluate the detection ability
of the proposed detector. For l0-based methods, we select
CornerSearch [17], C&W-l0 [12] and SparseFool [16]. Since
the generation of CornerSearch and C&W-l0 on ImageNet is
extremely time-consuming, they are only used on CIFAR-10.
For l2-based methods, we select DeepFool [11] C&W-l2 [12]
and DDN [13]. For l∞-based methods, we select PGD [10] and
BIM [9]. Carlini et al. [36] proposed a method against such type
of detectors as the ones of Grosse et al. [33], Gong et al. [34]
or Metzen et al. [35] and the proposed model. It has been
proved to be effective against the previous detectors. Hence
we adopt it to evaluate the robustness of the proposed model
against second-round attacks, which is also called adaptive
attacks.

3) Training process and hyper-parameters: The training of
the fusion detector consists of two stages. In the first one, we
train the CNN detector using Adamax optimizer [57], which
utilized later for deep feature extraction. On ImageNet, the
batch size is set as 32. We train the CNN detector with learning
rate 1e-3, 1e-4 and 1e-5 for 200, 000, 50, 000 and 50, 000
iterations. On CIFAR-10, the batch size is set as 256. The
CNN detector is trained with learning rate 1e-3, 1e-4 and
1e-5 for 15, 000, 5, 000 and 5, 000 iterations respectively. In

the second stage, the weights of the CNN detector is fixed.
The outputs of the penultimate layer are taken as the deep
features of the fusion detector. Two ensemble classifiers [52]
are trained independently with the optimized SRM features
and deep features. The training hyper-parameters are set as the
default [52]. Each FLD (Fisher Linear Discriminant) is trained
with a random subset of the complete feature cluster. The
dimension of the subsets and the number of FLD (base learners)
are optimized via cross validation. Lastly, since adversarial
example detection is a binary classification task, the fusion
detector is trained with natural image and the corresponding
adversarial example pairs.

B. Optimal Dimensionality of Optimized SRM Features

The dimension optimization of optimized SRM features is
shown in this section. Our goal is to minimize the dimension
while keeping the detection ability.

The difficulty of optimizing the dimension stems from the
variety of adversarial perturbations. As shown in Figure 3, l0-
based adversarial attacks tend to modify a few pixels with large
modification values. l∞-based adversarial attacks often modify
massive pixels with small values. l2-based adversarial pertur-
bations often maintain a better balance between the number of
modified pixels and the modification values. Meanwhile, the
adversarial perturbations with the same distortion measurement
share similar modification patterns, so we adopt PGD (ε = 8),
C&W-l2 and SparseFool as representations to optimize the
dimension.

The changes of Fisher scores with dimension are shown
in Figure 4. The Fisher scores fluctuate acutely when the
dimension is low. The detection accuracy of optimized SRM
features with low dimension on C&W-l2 in CIFAR-10 and
PGD (ε = 8) in ImageNet is far from optimal. Hence, the
range of valid dimension start from 1000 in ImageNet.

The Fisher scores of feature matrices reach their peaks when
the dimension is rather small. Dl0

opt = 1790, Dl2
opt = 1150,
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Dl∞
opt = 130. The universally optimal dimension as the maxi-

mum among all the detectors is max{Dl0
opt, D

l2
opt, D

l∞
opt} =

1790. To guarantee the top-k% optimized SRM features
could cover all the optimal dimensions of various adversarial
perturbations, we heuristically set the dimension of optimized
SRM features in CIFAR-10 as 2048. Furthermore, in ImageNet,
the complexity of image texture requires higher dimension to
capture the distortion caused by adversarial perturbations. As
the guidance of the Fisher score of feature matrices, the optimal
dimension of l0 and l2 based method on ImageNet are 6060-D
and 9720-D. Following the same logic, we set the dimension
in ImageNet as 10000, which is slightly larger than 9720.
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Fig. 4. (a) and (b) are the Fisher score of feature matrices of
SparseFool, C&W-l2 and PGD (ε = 8) in CIFAR-10 and ImageNet
respectively.

C. Detection Accuracy Evaluation

In this section, we compare the detection accuracy of the
fusion model with the previous works on CIFAR-10 and
ImageNet. SRM [41], FS (Feature Squeezing) [32], LID [27]
and MDA [30] are adopted for comparison.

The testing set consists of the adversarial examples and their
corresponding clean images. The average detection accuracies
of different methods are evaluated for comparison. The results
are shown in Table I and Table II. It is evident that no matter on
CIFAR-10 or ImageNet, the proposed fusion model outperforms

the previous works. In CIFAR-10, the fusion model outperforms
the previous works with the largest gap of 13.00%. In ImageNet,
the largest gap is 18.00%. Compared with SRM, the detection
accuracy on sparse perturbed adversarial examples (l0-based
methods and DDN) is significantly improved with an average
of 13.38% on CIFAR-10 and 20.39% on ImageNet. One can
conclude the proposed scheme outperforms the previous works
in detecting oblivious adversarial attacks.

D. Robustness against Second-Round Adversarial Attacks

In this section, the robustness of the fusion model against
the second-round adversarial attacks [36] is evaluated. The
robustness is evaluated based on the knowledge of the attacker
about the detector, white-box (perfect-knowledge) attack sce-
nario and gray-box (limited-knowledge) attack scenario are
discussed in this section. The zero-knowledge scenario, where
the attacker is not aware of the detector, has already been
discussed in Section IV-C.

1) White-box Attack Scenario: When the attacker is fully
aware of the defense and parameters, the second-round adversar-
ial attacks can target the detector D and the base model Fbase

by using Eq. 4. The robustness of models is evaluated from
three aspects: 1) Success rate. A second-round adversarial
attack would be considered successful if it can deceive both
Fbase and D. The higher success rate means lower robustness
against second-round attacks. 2) Average l2 distortion. The
larger distortion makes second-round adversarial examples
more easily exposed to another detector or human observations.
The higher average l2 distortion means higher robustness. 3)
The average attempt time. Excessive attempt time makes real-
time attacks harder to implement and creates more opportunities
for the defender to fix the bug or find the attacker. Sometimes,
massive attempt time may stop some attackers who lack
computing resources. More attempt time also means higher
robustness of a detector.

To deceive the proposed detector, which contains a majority
voting scheme, the attacker mainly has two ways: 1) using a
fully connected layer to simulate the classifier; 2) taking the
voting results as the logits of the detector. We evaluate the
robustness of the fusion model under the attack of the two
kinds of attacks. Specifically, the success rate is calculated
as Nsucc/Ntotal, where Nsucc is the number of adversarial
examples that successfully deceive both the detector D and
the base model Fbase and Ntotal is the number of all the
images that the attacker tries to craft adversarial examples.
The average l2 distortion is calculated between the adversarial
examples, which deceive the substituted detector and the
corresponding clean images. Since the white-box second-round
adversarial attacks are extremely time-consuming, we only
conduct experiments on CIFAR-10. The results are shown in
Table III.

Meanwhile, we exhibit the success rate and other statistics
of the second-round adversarial attacks against bare CNN
detectors and the fusion models, which utilize the fully
connected layer as the classifiers in Table IV and Table V. It
can be observed that the bare CNN detector is quite vulnerable
against the second-round adversarial attacks. When the base
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TABLE I
AVERAGE DETECTION ACCURACY (%) COMPARISON IN CIFAR-10.

FS [32] LID [27] MDA [30] SRM [41] FD

CornerSearch ResNet18 67.90% 63.70% 69.30% 84.70% 93.15%
VGG16 62.92% 63.20% 70.20% 85.35% 95.90%

CW-l0
ResNet18 62.10% 65.20% 64.80% 88.00% 90.40%
VGG16 63.02% 62.20% 63.60% 89.00% 91.20%

SarpseFool ResNet18 80.10% 79.40% 77.30% 89.20% 98.95%
VGG16 87.37% 83.70% 88.50% 88.60% 98.35%

DeepFool ResNet18 94.80% 99.60% 99.70% 100.00% 100.00%
VGG16 92.60% 99.40% 99.50% 99.75% 99.85%

CW-l2
ResNet18 82.00% 65.50% 69.60% 89.65% 98.35%
VGG16 89.97% 73.60% 71.50% 86.05% 97.50%

DDN ResNet18 72.60% 67.40% 69.60% 81.00% 90.10%
VGG16 90.88% 88.50% 86.50% 71.95% 87.65%

PGD(ε = 2) ResNet18 76.30% 68.75% 73.00% 94.30% 99.90%
VGG16 62.69% 69.70% 74.20% 92.40% 99.75%

PGD(ε = 4) ResNet18 81.80% 69.50% 78.20% 98.25% 99.90%
VGG16 73.99% 73.30% 76.00% 97.70% 99.95%

PGD(ε = 8) ResNet18 82.50% 70.82% 78.22% 99.75% 100.00%
VGG16 78.36% 73.10% 73.80% 99.80% 99.95%

BIM(ε = 2) ResNet18 74.50% 69.00% 74.10% 94.90% 98.95%
VGG16 66.85% 69.80% 74.30% 88.55% 99.90%

BIM(ε = 4) ResNet18 81.10% 69.50% 78.00% 97.20% 99.90%
VGG16 74.44% 71.20% 75.00% 95.50% 99.90%

BIM(ε = 8) ResNet18 79.70% 73.90% 76.20% 98.45% 99.85%
VGG16 76.10% 71.60% 74.20% 97.75% 99.70%

TABLE II
AVERAGE DETECTION ACCURACY (%) COMPARISON IN IMAGENET.

FS [32] LID [27] MDA [30] SRM [41] FD

SarpseFool ResNet34 59.97% 66.01% 71.25% 82.75% 96.16%
VGG16 62.32% 79.73% 72.40% 82.43% 96.91%

DeepFool ResNet34 52.24% 72.96% 76.23% 95.03% 98.46%
VGG16 54.21% 73.14% 75.61% 93.66% 98.59%

CW-l2
ResNet34 91.08% 73.14% 75.61% 88.88% 98.09%
VGG16 94.24% 73.87% 78.94% 91.74% 98.62%

DDN ResNet34 67.72% 61.90% 64.61% 64.52% 83.14%
VGG16 70.00% 60.51% 62.29% 64.24% 81.42%

PGD(ε = 2) ResNet34 95.61% 90.14% 99.02% 97.67% 99.58%
VGG16 99.30% 82.33% 82.33% 90.14% 99.74%

PGD(ε = 4) ResNet34 99.59% 94.86% 99.32% 99.37% 99.93%
VGG16 99.76% 99.37% 99.93% 99.69% 99.92%

PGD(ε = 8) ResNet34 99.86% 99.93% 99.95% 99.87% 99.98%
VGG16 99.95% 99.04% 99.93% 99.86% 99.99%

BIM(ε = 2) ResNet34 97.12% 84.46% 88.86% 95.33% 99.07%
VGG16 98.22% 86.67% 92.99% 97.60% 99.34%

BIM(ε = 4) ResNet34 99.45% 94.79% 96.89% 97.70% 99.71%
VGG16 99.79% 96.03% 99.69% 99.14% 99.76%

BIM(ε = 8) ResNet34 99.86% 99.04% 99.43% 98.80% 99.79%
VGG16 99.86% 92.28% 100.00% 99.63% 99.93%

model is ResNet18, the success rate is almost 100%. The
average distortion is also lower than attacking VGG16. It may
be because that the detector and the base model have a similar
structure. The fully connected layer improves the robustness
against the second-round adversarial attacks. The success rate
drops about 50%. But the proposed fusion model obtains better
robustness than the fully connected layer. It detects almost all
the second-round adversarial examples against it. Moreover,
attacking a fusion model consumes much more time than
attacking a bare CNN detector. It takes such a long time that
it could stop some attackers and create time for the detector
to update the detector’s hyper-parameters.

The white-box attack scenario is the worst case of the
detector. In this scenario, the proposed scheme exhibits effective

robustness against the second-round attacks. It is more robust
than bare CNN detectors and the fully connected fusion models.

2) Gray-box Attack Scenario: We examined whether the
second-round adversarial examples targeting the CNN detector
can be transferred to deceive the fusion model. We assume the
attacker obtains the perfect knowledge of the CNN detector,
which is merged into the fusion model DFM . Firstly, we
evaluate the transferring attack success rate of the second-round
adversarial examples towards the detector that only replace the
fully connected layer with the ensemble classifier. It can be
observed from Table VI that replacing the classifier hardly
improves the robustness against second-round adversarial
attacks. Secondly, the proposed detector remains quite robust
against such transferring attack. The success rates of the
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TABLE III
THE SUCCESS RATE, CAUSED l2 DISTORTION AND ATTEMPTING TIME (SECOND PER IMAGE) OF THE WHITE-BOX SECOND-ROUND ADVERSARIAL ATTACKS

AGAINST THE PROPOSED FUSION MODEL.

Success Rate l2 distortion Attempt time (sec/image)
VGG ResNet VGG ResNet VGG ResNet

Substitute with FC layer 1.45% 2.06% 0.9381 0.9067 276.71 274.75
Take votes as logits 0.00% 0.00% - - 259.2 291.5

TABLE IV
THE SUCCESS RATE, CAUSED l2 DISTORTION AND ATTEMPTING TIME

(SECOND PER IMAGE) OF THE WHITE-BOX SECOND-ROUND ADVERSARIAL
ATTACKS AGAINST THE BARE CNN DETECTOR.

Success Rate l2 distortion Attempt time (sec/image)
VGG ResNet VGG ResNet VGG ResNet

83.96% 99.84% 0.5945 0.4344 18.26 18.09

TABLE V
THE SUCCESS RATE, CAUSED l2 DISTORTION AND ATTEMPTING TIME

(SECOND PER IMAGE) OF THE WHITE-BOX SECOND-ROUND ADVERSARIAL
ATTACKS AGAINST THE FC (FULLY CONNECTED) CLASSIFIER.

Success Rate l2 distortion Attempt time (sec/image)
VGG ResNet VGG ResNet VGG ResNet

46.19% 48.94% 0.9381 0.9067 276.71 274.75

transferring attack against it are only 1.67% and 1.65%.

TABLE VI
THE SUCCESS RATE OF THE SECOND-ROUND TRANSFERRING ATTACKS

FROM THE CNN DETECTOR TOWARDS 1) THE MODEL THAT ONLY REPLACE
THE FULLY CONNECTED LAYER WITH ENSEMBLE CLASSIFIER AND 2) THE

PROPOSED DETECTOR.

VGG ResNet
Replace FC with EC 99.90% 93.50%

The proposed detector 1.67% 1.65%

Based on the results above, the second-round adversarial
attacks targeting the deep feature part could hardly be trans-
ferred to the fusion model. It proves one of the properties we
want in the fusion model, the optimized SRM features still
function when the deep features are bypassed, is achieved.

3) Against Backward Pass Differentiable Approximation:
Obfuscated gradients [51] (also called gradient masking [58],
[59]) are a group of robustness-based defenses. They add or
substitute underivable calculations in CNNs to stop the attacker
from obtaining valid gradients. Papernot et al. [58] and Athalye
et al. [51] proposed transferring attack and BPDA (Back
Pass Differentiable Approximations) to circumvent obfuscated
gradients respectively. Specifically, transferring attack generate
adversarial examples against a local model and transfer to the
target one. BPDA leverages differentiable models to generate
valid gradients to conduct effective attacks.

In the last section, we try to transfer second-round attack
from the CNN detector to the proposed fusion model. The
success rates are 1.67% and 1.65%. In this section, we take
the CNN detector, which is the most similar model to the
optimized SRM, as the differentiable approximation to back
propagate valid gradients. We take PGD as the base model.
The experiment is conducted on CIFAR-10 as VGG16 being
the target model. With 2000 tested images, the success rate

is 12.25%. Though it is higher than transferring attack, the
success rate is still quite low. Hence, the proposed detector
remains robust under the second-round BPDA attack.

4) Against Adaptive Query-based Attacks: Unlike CNNs,
the optimized SRM generates no gradients, so query-based
attacks [14], [60] that only requires the predictions of target
models can be utilized to conduct a second-round attack against
the proposed detector.

Chen et al. [14] proposed a query efficient attack, HSJA
(HopSkipJump Attack). In this section, we combine Carlini et
al.’s strategy, which considers the detector and the target model
as a N + 1 classifier, and HSJA to conduct a second-round
attack against the proposed detector.

The same as the last section, the experiment is conducted on
CIFAR-10 and take VGG16 as the target model. Since query-
based attacks are time-consuming, we evaluate 200 images.
For targeted attacks, the success rate is 13%. For untargeted
attacks, the success rate is 55%. As for the CNN detector, the
success rate of targeted attacks is 16%, and that of untargeted
attacks is 100%. Hence, the proposed detector keeps robust
under the second-round query-based attacks [14], [60]. And
compared with the CNN detector, the optimized SRM provides
such robustness.

E. Ablation Study

1) Channel-wise Correlations: In [41], Liu et al. utilized
SRM for color images in a naı̈ve way. They concatenated
the three channels to extract SRM features. The correlations
among the RGB channels are ignored. To improve the detection
ability of SRM features, we add CRM to exploit channel-wise
correlations. This section compares the performance between
SRMQ1T2 and the SCRMQ1T2 to exhibit the benefits we
gain from utilizing the correlations among the channels. For
l0, l2 and l∞-based perturbations we take SparseFool, BIM
and C&W-l2 as instances. The results are shown in Table
VII. It is evident that the detection accuracies of SCRMQ1T4
are significantly improved from SRM. Especially in detecting
sparse l2-based adversarial perturbations, i.e. DDN, including
channel-wise correlations into the detection feature bank
improves the detection accuracies by 12.70%, 6.30%, 13.73%,
13.15% in CIFAR-10 and ImageNet. But the improvements
on sparse l0-based perturbations are not that significant. One
could infer that the channel-wise correlations are not the key
element to better detect sparse perturbations.

2) Reducing the Volume of the Quantization Step Set:
The quantization steps of the original SRM consist of 1, 1.5
and 2. In the optimized SRM in this paper, we adopt the
quantization step q = 1. Thus, the dimensionality of SRMQ1
is reduced to 1/3 of the original. We compare the average
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TABLE VII
THE AVERAGE DETECTION ACCURACIES OF SRMQ1T2 AND SCRMQ1T2 ON SPARSEFOOL, DDN AND BIM (ε = 2) IN CIFAR-10 AND IMAGENET.

SparseFool DDN BIM (ε = 2)
VGG ResNet VGG ResNet VGG ResNet

CIFAR-10 SRM 88.60% 89.20% 71.95% 81.00% 88.55% 94.90%
SCRMQ1T2 92.55% 93.45% 84.65% 87.30% 97.95% 98.10%

ImageNet SRM 82.43% 82.75% 63.23% 64.52% 97.36% 94.84%
SCRMQ1T2 84.19% 85.67% 76.96% 77.67% 99.05% 98.57%

classification accuracy of SRM and SRMQ1 on CIFAR-10
and ImageNet. The results are shown in Table VIII. It can be
observed that reducing the volume of the quantization step
set causes the detection accuracy to drop a little. For some
adversarial perturbations, the detection accuracies are even
higher than the original. Since the dimension reduction is
significant, we adopt q = 1 as the only quantization step in
the optimized SRM.

3) Expanding The Clamping Threshold: As mentioned
in Section III-C, the rich model features are designed for
detecting steganographic modifications, which are limited to
±1. Clamping the residual maps could reduce redundancy
for steganalysis, but it would hinder the feature bank from
perceiving the sparse but large perturbations. Hence, we propose
to expand the clamping threshold T to 4 in order to detect
l0-based adversarial perturbations. In this section, we verify the
effect of expanding the clamping threshold. We compare the
detection accuracy of SCRMQ1T2 and SCRMQ1T4 on several
typical l0-based adversarial perturbations, i.e., SparseFool,
CornerSearch and C&W-l0. The results are shown in Table IX.

The improvements are not that significant. It is mainly be-
cause of the redundancy introduced by expanding the threshold.
Combining with the Fisher score based feature reduction, the
improvements brought by expanding the threshold is evident.
The detailed statistics and analysis are shown in the next
section.

4) Dimension Reduction: The Fisher score guides the
dimension reduction of the proposed scheme. It not only
reduces the complexity of training classifiers but also improves
the detection accuracy on l0-based adversarial perturbations.
We evaluate the performances of the full SCRMQ1T4 feature
bank and the Fisher reduced SCRMQ1T4 feature bank. The
detection accuracies are shown in Table X and Table XI. In
Table XI, we specifically exhibit the detection accuracies on
l0-based perturbations in CIFAR-10.

Though increasing the clamping threshold enables the detec-
tor to perceive large amplitude perturbations, much redundancy
is introduced. Hence, scissoring such redundant features help
to reduce the training complexity and improve the prediction
accuracy. But the situations in CIFAR-10 and ImageNet are
different. In ImageNet, if the dimension is reduced to 2048, the
detection accuracies on l2-based perturbations drop severely.
It is because there is a gap between the complexity of the
texture of datasets with different resolutions. The images in
CIFAR-10 are with 32× 32 while the images in ImageNet are
much larger and contain much more diversified and complex
textures. To detect the images in ImageNet requires features
with higher dimension.

5) Unpooled SE-ResNet: The key element in the CNN
detector is the unpooled layer in the early stage. To exhibit
the improvements brought by it, we compare the detection
accuracies of SE-ResNet18 [55], [2] and the proposed CNN
detector in Table XII. For l0, l2 and l∞-based perturbations
we take SparseFool, DDN and BIM (ε = 2) as instances. The
training parameters of the max-pooling SE-ResNet18 are the
same as the proposed unpooled one.

It is clear that the proposed network outperforms the conven-
tional SE-ResNet18 in detecting adversarial perturbations. In
CIFAR-10, only when detecting SparseFool that the accuracy
of the conventional SE-ResNet18 is comparable with the
unpooled SE-ResNet18. In ImageNet, the model even could
not converge when detecting DDN. It is mainly because the
l0-based adversarial perturbations are of large amplitude. They
could survive pooling operations, which can be considered
as a kind of low-pass filtering. While smaller perturbations,
i.e. l2 and l∞-based ones, are mostly erased. To exhibit the
effect caused by removing the pooling operations in shallow
layers. We display the feature maps extracted by the proposed
unpooled CNN model and ordinary SE-ResNet18 in Figure 5.
The adversarial examples are DDN in the ImageNet. It can
be observed that the features extracted by the ordinary SE-
ResNet18 are quite flat. One can infer that the effect is caused
by the max-pooling in the first layer of SE-ResNet18.

6) Number of Base Classifiers: The number of base clas-
sifiers is one important parameter that balances the detection
accuracy and the robustness of the proposed scheme. Two
extreme cases are 1) all the base classifiers are fed with
optimized SRM features; 2) all the base classifiers are fed
with deep features. In the first case, the proposed scheme
would degrade as the ensemble classifier cooperating with the
dimension reduced SCRMQ1T4. In the second case, since the
ensemble classifier is more complex than the fully connected
layer, the prediction accuracy is slightly higher than the
CNN detectors. Meanwhile, we have exhibited in Section
IV-D2 that just substituting the last layer (classifier) brings
little improvement on the robustness against second-round
adversarial attacks. The prediction accuracy of the detector that
only replaces the FC layer with the ensemble classifier on the
second-round adversarial examples is less than 2.00%.

We take parameter k%(k ∈ [0, 100]) to present the percent-
age of the base classifiers trained with deep features that are
taken into account of the fusion model. 1−k% is the percentage
of the base classifiers trained with optimized SRM features are
taken into account of the fusion model. The target common
adversarial examples are generated via C&W-l2. The detection
accuracies on common adversarial examples and second-round
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TABLE VIII
THE AVERAGE DETECTION ACCURACIES OF SRM AND SRMQ1 ON SPARSEFOOL, DDN AND BIM (ε = 2) IN CIFAR-10 AND IMAGENET.

SparseFool DDN BIM (ε = 2)
VGG ResNet VGG ResNet VGG ResNet

CIFAR-10 SRM 88.60% 89.20% 71.95% 81.00% 88.55% 94.90%
SRMQ1 87.30% 87.70% 71.45% 81.10% 88.35% 93.90%

ImageNet SRM 82.43% 82.75% 63.23% 64.52% 97.36% 94.84%
SRMQ1 80.28% 80.83% 62.55% 63.54% 97.04% 94.87%

TABLE IX
THE AVERAGE DETECTION ACCURACIES OF SCRMQ1T2 AND SCRMQ1T4 ON SPARSEFOOL, CORNERSEARCH AND C&W-l0 IN CIFAR-10 AND

IMAGENET.

SparseFool CornerSearch C&W-l0
VGG ResNet VGG ResNet VGG ResNet

CIFAR-10 SCRMQ1T2 86.65% 87.75% 88.20% 86.65% 83.75% 81.40%
SCRMQ1T4 90.55% 91.65% 86.30% 85.85% 81.55% 81.05%

ImageNet SCRMQ1T2 82.43% 82.75% - - - -
SCRMQ1T4 82.99% 84.58% - - - -

TABLE X
THE AVERAGE DETECTION ACCURACIES OF SRMQ1T4 AND FS-SCRMQ1T4 ON SPARSEFOOL, DDN AND BIM (ε = 2) IN CIFAR-10 AND IMAGENET.

SparseFool DDN BIM (ε = 2)
VGG ResNet VGG ResNet VGG ResNet

CIFAR-10 SCRMQ1T4 90.55% 91.65% 81.30% 87.15% 96.95% 97.95%
Fs-SCRMQ1T4 93.60% 95.15% 80.30% 84.50% 97.80% 97.85%

ImageNet
SCRMQ1T4 82.99% 84.58% 76.25% 77.36% 98.67% 98.10%

Fs-SCRMQ1T4 (2048) 82.43% 82.75% 65.56% 65.00% 97.59% 96.13%
Fs-SCRMQ1T4 (10, 000) 85.80% 86.62% 74.19% 75.09% 98.42% 97.71%

TABLE XI
THE AVERAGE DETECTION ACCURACIES OF SCRMQ1T2 AND SCRMQ1T4 ON SPARSEFOOL, CORNERSEARCH AND C&W-l0 IN CIFAR-10.

SparseFool CornerSearch C&W-l0
VGG ResNet VGG ResNet VGG ResNet

CIFAR-10 SCRMQ1T2 86.65% 87.75% 88.20% 86.65% 83.75% 81.40%
SCRMQ1T4 93.60% 95.15% 89.30% 88.35% 86.20% 84.80%

adversarial examples are a couple of trade-offs determined
by k%. We scan the range of k% with stride s = 10%. The
detection accuracies are shown in Figure 6. Note that we take
CornerSearch as the common adversarial examples in this
experiment.

It can be observed that with the increase of k, the detection
accuracy on common adversarial examples slightly increases.
Meanwhile, the detection accuracy on second-round adversarial
examples suddenly drops when k = 60. To balance the
detection accuracy on common adversarial examples and the
robustness against the second-round adversarial attack, the
optimal value of k is 50.

F. The Overhead of the Proposed Detector
The proposed detector is trained and tested with 1 Nvidia

RTX 2080 Ti and 10 virtual cores of Xeon Gold 5120 and
about 40 GB memory. On CIFAR-10 and ImageNet, using the
hardware mentioned before, the detector takes 0.4246 sec/image
and 0.4953 sec/image to output predictions, respectively.

V. CONCLUSION

Faced with the difficulties of robustness-based defenses
against adversarial examples, the research community recently

turned to adversarial example detection. SRM outperformed
the previous works by analyzing the image textures subtly.
However, in this paper, we discover the limitations of SRM
on detecting sparse perturbations. The proposed model obtains
robustness and high detection accuracy by combining optimized
SRM features and deep features through a linear transformation.
Furthermore, to reduce the dimension of handcrafted features
while maintaining the detecting accuracies, an expansion-
then-reduction process is introduced. Under the second-round
adversarial attacks, if the attacker obtains perfect knowledge
about the detector, the optimized SRM features and the fusion
model still create difficulties for the attacker. The detector
remains robust under various kinds of second-round attacks,
including BPDA and query-based attack. If the attacker only
has access to the deep features, the optimized SRM features
can identify most second-round evasive adversarial examples.
For the attacker who is unaware of the detector, the proposed
fusion model outperforms the previous methods.
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TABLE XII
THE AVERAGE DETECTION ACCURACIES OF SE-RESNET18 AND THE PROPOSED CNN DETECTOR ON SPARSEFOOL, DDN AND PGD (ε = 2) IN CIFAR-10

AND IMAGENET.

SparseFool DDN BIM (ε = 2)
VGG ResNet VGG ResNet VGG ResNet

CIFAR-10 SE-ResNet18 99.05% 98.95% 67.65% 80.30% 73.65% 86.50%
Unpooled CNN 99.75% 99.80% 89.70% 91.50% 98.60% 98.95%

ImageNet SE-ResNet18 99.46% 99.51% 50.10% 50.02% 84.86% 97.99%
Unpooled CNN 99.68% 99.81% 82.88% 84.36% 99.39% 99.34%

Fig. 5. From left to right: the input DDN adversarial example, the proposed unpooled CNN feature map and the ordinary SE-ResNet18 feature map.
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