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ABSTRACT: The van der Waals (vdW) interfaces of two-dimensional (2D) semiconductor are central to new device concepts
and emerging technologies in light-electricity transduction where the efficient charge separation is a key factor. Contrary to
general expectation, efficient electron−hole separation can occur in vertically stacked transition-metal dichalcogenide
heterostructure bilayers through ultrafast charge transfer between the neighboring layers despite their weak vdW bonding. In
this report, we show by ab initio nonadiabatic molecular dynamics calculations, that instead of direct tunneling, the ultrafast
interlayer hole transfer is strongly promoted by an adiabatic mechanism through phonon excitation occurring on 20 fs, which is
in good agreement with the experiment. The atomic level picture of the phonon-assisted ultrafast mechanism revealed in our
study is valuable both for the fundamental understanding of ultrafast charge carrier dynamics at vdW heterointerfaces as well as
for the design of novel quasi-2D devices for optoelectronic and photovoltaic applications.
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Van der Waals (vdW) heterostructures are a new class of

two-dimensional (2D) materials with special optical and

electronic properties.1−16 Among these newly created materials,

the transition-metal dichalcogenide (TMD) heterostructures

are particularly interesting for optoelectronics and solar energy

conversion5,10,14−20 because their optical band gaps are in the

visible spectral region and light−matter interactions are

strong.19−24

Efficient charge separation is a key factor for optoelectronics

and solar energy conversion, which can be accomplished by fast
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interlayer charge transfer. Most vertically stacked TMD
heterostructures show type II band alignment where the
conduction band minimum (CBM) and the valence band
maximum (VBM) reside on different layers.25−29 This feature
facilitates the electron−hole separation after a photoexcitation
and consequently increases the photocarrier lifetime. However,
the weak vdW interaction and strong interaction in single layer
TMD are expected to inhibit interlayer charge transfer in the
TMDs.22,23,30−32

Contrary to these expectations, ultrafast interlayer charge
transfer has been experimentally observed in TMD hetero-
structures.5,6,33,34 Among the experimental observations, the
shortest time scale was obtained in ultrafast measurements on
MoS2/WS2 heterostructures by Hong et al. in which they found
that the holes transfer from MoS2 to WS2 layer with an upper
limit of 50 fs. Such surprisingly fast interlayer charge-transfer
time scales have not been reconciled with the predominantly
weak physical-coupling between the layers.
In this report, we employ time-dependent ab initio

nonadiabatic molecular dynamics (NAMD) to elucidate the
fundamental aspects of the ultrafast hole dynamics at vdW
heterostructure interface with type II band alignment. We focus
on the hole dynamics in MoS2/WS2 schematically shown in
Figure 1a. Our results reveal that the ultrafast interlayer hole
transfer is not mediated by the nonadiabatic (NA) charge
tunneling mechanism; but instead, it is facilitated by an AD
process, which is promoted by specific phonons and occurs
within 20 fs. The phonon-assisted ultrafast mechanism revealed
in our study gives atomic level insights into the ultrafast charge
transfer occurring at vdW heterostructure interfaces, which are
valuable both for the fundamental understanding and the
design of novel quasi-2D devices for optoelectronic and
photovoltaic applications.
The ab inito NAMD calculations are implemented within

time domain density functional theory (TDDFT). The
simulations are carried out using the Vienna ab initio simulation
package (VASP)35−37 augmented with the NAMD capabil-
ities.38,39 The generalized gradient approximation functional of
PBE40 and the projector augmented wave (PAW)41 approx-

imation for the core electrons are used. The sufficiency of PBE
functional is discussed in the Supporting Information by
comparing with HSE functional and previous GW calculations.
vdW interactions are included in the simulations using the D2
approach,42 which qualitatively agrees with the vdW-DF
method using the optB86b functional. (See Supporting
Information for more details.) The MoS2/WS2 heterostructure
is modeled using an orthogonal 3 × 3 supercell with 108 atoms
sampled at the Γ point. Because of the large supercells, seven
irreducible K points including the Γ and K points of the
primitive unit cell are included and can be assigned by
unfolding the energy bands (see the Supporting Information).
We investigate two different stackings, C7 and T, which have

the lowest energies.29 The geometric structures are shown in
the Supporting Information. After the geometry optimization,
we use velocity rescaling to bring the temperature of the system
to either 100 or 300 K, a 5 ps microcanonical ab initio
molecular dynamics trajectory is then generated with a time
step of 1 fs. Using the molecular dynamics trajectory, the
NAMD results are based on averaging over 100 different initial
configurations. For each chosen structure, we sample 2 × 104

trajectories for the last 2 ps.43−45 More details about the
simulations can be found in the Supporting Information.
Before describing the NAMD results, it is informative to

inspect the band structure. First, the band structures for C7 and
T stackings are nearly identical. Second, the calculation
confirms that the MoS2/WS2 heterostructure has a type II
band alignment where the CBM and VBM reside on MoS2 and
WS2, respectively. Third, the orbital hybridization varies
significantly with the momentum within a band, as can be
seen from the color map in Figure 1b and the corresponding
orbital distributions in Figure 1c. For example, at the K point,
the interlayer hybridization is weak. By contrast, at the Γ point,
the hybridization is stronger, and consequently the orbitals are
delocalized over both layers. Because of the relatively strong
interlayer hybridization with antibonding character at the Γ
point, VBM of MoS2/WS2 residing on WS2 at K point is around
0.2 eV higher than the corresponding VB on WS2. Overall, our
band structures are consistent with previous studies.25−29

Figure 1. Band structures and orbital spatial distributions of a MoS2/WS2 heterostructure with C7 and T stackings. (a) Schematic of the
photoexcitation and hole transfer in a MoS2/WS2 heterostructure. (b,c) Band structures (C7 and T stackings) and orbital spatial distributions (C7
stacking) of VB states of the MoS2/WS2 heterostructure calculated by DFT. The momentum-dependent hole localization for different bands is
indicated by their coloring according to the color strip in (b).
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Before the interlayer charge transfer happens, the photo-
excitation initially generates intralayer excitons. Besides the
direct (K−K) exciton, it has been proposed that the indirect
(Γ−K) exciton can also be formed through the intervalley
scattering.46−50 Therefore, the hole transfer from MoS2 to WS2
could happen at either the K or Γ point, and we investigate the
hole dynamics associated with each point.
Time-dependent energy evolutions of the states near VBM

for the C7 and T stackings are shown in Figure 2a,b. Here we
use the same color map as in Figure 1b to show the orbital
localization. For C7 stacking (Figure 2a), the VBM (WS2@Γ)
energy, shown by a light-red line, oscillates with amplitude of
0.1 eV during the MD trajectory. For lower energies, in the
range of [−0.4, −0.2] eV, the two deep red lines represent the
VB states at K on WS2 (WS2@K). In the energy range, around
[−0.5, −0.4] eV, there are two deep blue lines representing VB
states at K on MoS2 (MoS2@K). Below them in the energy
range of [−0.7, −0.5] eV, there are three strongly hybridized
states: the two light-red lines represent the two VB states on
WS2 for momentum 1/3 midway from Γ to M (WS2@Σ), and
one light-blue line represents the VB states on MoS2 at Γ
(MoS2@Γ). Time-dependent energy evolution for the T
stacking (Figure 2b) does not show significant difference
except the larger oscillation amplitude. This can be induced by
different e−p couplings and initial phonon excitation.
Time-dependent hole population transfer between two layers

can be obtained from NAMD calculations by projecting the

hole localization onto the MoS2 and WS2 layers, as shown in
Figure 3. Moreover, the time-dependent hole-energy change
can also be deduced by evaluating the hole probability
distribution for selected energy states from the NAMD, as
shown in Figure 4. By comparing Figures 3 and 4, the hole
relaxation route in both real and momentum spaces can be
obtained. We first investigate hole dynamics at the K point as
shown in Figure 3a,b in which the initial hole is placed at
MoS2@K. Very interesting hole relaxation is found for the T
stacking (Figure 3b) in which the charge transfer occurs on
both fast and slow time scales. The fast component corresponds
to a hole transfer from MoS2 to WS2 within τ1 ≈ 20 fs, whereby
the hole distribution on WS2 increases from 10% to 55%. After
the primary transfer is completed, the slow component involves
an intralayer hole relaxation with τ2 ≈ 600 fs time scale,
whereby the hole distribution on WS2 converges to 70%. The
time-dependent hole-energy change shown in Figure 4b
indicates that within the first 300 fs, most of the hole is
distributed around −0.5 eV, corresponding to MoS2@K and
WS2@Σ states. Therefore, we believe that the ultrafast
interlayer hole transfer takes place between MoS2@K and
WS2@Σ states (τ1 ≈ 20 fs). After 600 fs, from Figure 4b, we see
a distinct increase at 0 eV (WS2@Γ state), which suggests that
most of the hole relaxes from WS2@Σ to WS2@Γ (VBM) in τ2
≈ 600 fs within the VB of WS2. We can assign the major hole
transfer route to be MoS2@K−WS2@Σ−WS2@Γ as shown in
Figure 3b, in which MoS2@K−WS2@Σ corresponds to the

Figure 2. Time evolutions of the energy states near VBM (a−d) and their FT spectrum (e−h) for C7 and T stackings at 300 and 100 K. The energy
reference in panels a−d is the average VBM energy, and the color map shows the hole localization. The triangle, square, and circle in panels a−d
indicate the momentum of different energy states.
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ultrafast component. There is also a small portion of hole
transfer through MoS2@K−WS2@K−WS2@Γ without ultrafast
component. In contrast, the ultrafast interlayer hole transfer is
not found for the C7 stacking. The hole transfer happens in 300
fs, directly from MoS2@K to WS2@K, as shown in Figure 3a.
The hole transfer dynamics at Γ point is also investigated.

Interestingly, in this case, the ultrafast interlayer charge transfer
is found in C7 stacking, where the charge transfer occurs on
both fast and slow time scales (Figure 3c). The fast interlayer
transfer component happens within τ1 ≈ 20 fs, with the hole
distribution on WS2 increasing from 40% to 60%. The
following slow intralayer hole relaxation occurs in τ2 ≈ 300
fs, whereby the hole distribution on WS2 converges to 70%. By
comparing with the time-dependent hole-energy change shown
in Figure 4c, we can assign the major hole transfer route to be
MoS2@Γ−WS2@Σ−WS2@Γ in which MoS2@Γ−WS2@Σ
corresponds to the ultrafast component. At the Γ point, the

ultrafast interlayer hole transfer is not observed for the T
stacking. The interlayer hole transfer takes place around 300 fs
(Figure 3d) following the route of MoS2@Γ−WS2@Γ.
The AD and NA mechanisms compete in the hole relaxation.

During a molecular dynamics trajectory, AD charge-transfer is
provoked by nuclear motion, where transfer probability
increases as the nuclear motion causes energy states to cross.
By contrast, NA charge-transfer involves direct charge hopping
or tunneling between different states. These two mechanisms
can be distinguished as described in the Supporting
Information. In Figure 3a−d, we show separately the AD and
NA contributions to the hole dynamics at 300 K. One can see
that for both the C7 and T stackings, the ultrafast interlayer
hole transfer process (τ1 ≈ 20 fs) is dominated by the AD
charge transfer mechanism. This can be explained by the
sufficiently close energy between the donor (MoS2@K in T and
MoS2@Γ in C7 stacking) and acceptor (WS2@Σ) states along

Figure 3. Time-dependent spatial hole localization at the K and Γ points for the C7 and T stackings at 300 K [K point (a,b), Γ point (c,d)] and 100
K [K point (e,f), Γ point (g,h)]. The major hole relaxation routes in momentum space are schematically shown in the insets. The AD and NA
contributions to the hole dynamics are shown, where their sum indicates the decrease of hole localization within the MoS2 layer.
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with many crossings between them during an MD path. By
contrast, the slow interlayer hole transfer process (Figure 3a,d)
is almost completely promoted by the NA charge transfer
mechanism.
Because the ultrafast interlayer hole transfer is provoked by

the AD mechanism, we expect that this process is strongly
sensitive to phonon excitation. To verify this, we perform
additional NAMD calculations at a lower temperature of 100 K,
which is expected to reduce the phonon occupation and
therefore the oscillation amplitude. The decrease of vibrational
amplitude is clearly seen in the plot of time-dependent energy
of states near VBM in Figure 2c,d. Because of the decreased
nuclear motion, there are almost no crossings between the
donor (MoS2@Γ in C7 and MoS2@K in T stacking) and
acceptor (WS2@Σ) states.
Figures 3e,f and 4e,f show the time-dependent hole

population transfer between two layers and hole energy change
at 100 K. It is evident that cooling the sample suppresses the
ultrafast hole transfer component for both the C7 and T
stackings. For the C7 stacking the hole charge rearrangements
consist solely of the direct hole hopping from MoS2@Γ to
WS2@Γ on a time scale of around 300 fs, which are driven by
the NA coupling, namely, direct charge tunneling. In the T
stacking, the ultrafast hole transfer is not completely sup-
pressed; however, the hole distribution on WS2 only increases
from 10% to 30% within the first 20 fs and then is followed by
slow hole dynamics longer than 1 ps. By contrast, for the slow
hole transfer processes the hole dynamics are essentially the
same as at 300 K, as shown in Figure 3e,h, which is consistent
with the predominantly NA coupling at both temperatures.

The temperature-dependent investigations clearly show that
the ultrafast interfacial charge transfer from MoS2@Γ/MoS2@K
to WS2@Σ is assisted by the phonons and thus is expected to
diminish at low temperatures. The vibrational modes of
phonons, which couple to electronic states can be obtained
by Fourier transforms (FTs) of the time-dependent state
energy evolutions, as shown in Figure 2e,h. We interpret the FT
frequencies by comparing them with the literature values.51−53

Our results show that the donor (MoS2@Γ/MoS2@K) and
acceptor (WS2@Σ) states are coupled to the intralayer out-of-
plane A1 optical phonon at ∼400 cm−1, a LA mode at ∼200
cm−1, and the optical out-of-plane interlayer breathing mode at
∼35 cm−1. These phonons have corresponding vibrational
periods of 83, 166, and 953 fs. The ultrafast component of 20 fs
is approximately one-quarter cycle of the A1 mode with the
period of 83 fs, suggesting that A1 mode is the most important
one for promoting the ultrafast charge transfer. The optical
interlayer breathing mode with much longer vibrational period
has little contribution to the ultrafast hole transfer. The phonon
assisted hole transfer process is analogous to the anti-Stokes
process. At 100 K, the hole transfer is dominated by NA charge
transfer, which happens at ∼300−400 fs. At 300 K, the
phonons have been absorbed, and the AD charge transfer
channel is activated. Thus, the interlayer charge transfer
happens within 20 fs. For such phonon-assisted charge transfer,
the phonon excitation, e−p coupling matrix elements, and the
energy difference between the donor−acceptor states are key
factors that can influence the phonon-assisted charge transfer.
We notice that the significant temperature effect was not

observed in the experiments.5 This is mainly due to the

Figure 4. Time-dependent hole energy change at the K and Γ points for the C7 and T stacking at 300 K [K point (a,b), Γ point (c,d)] and 100 K [K
point (e,f), Γ point (g,h)]. The color strips indicate the hole distribution on different energy states, and the dashed line represents the averaged hole
energy. The energy reference is the average VBM energy.
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quantum nuclear effects, which are neglected in our NAMD
simulations in which the nuclear motion is treated classically.
To account for the quantum nuclear effects, we develop and
implement the following model. Based on the FFT spectra
shown in Figure 2e−h, one can estimate an averaged phonon
frequency by ω ϖ̅ = ∑ ∑I I/i i i i i, where I is the intensity of the
FFT phonon peak corresponding to the ith phonon mode.
Note that all spectra are dominated by one or two intense
signals, justifying our use of the averaged frequency. For both
C7 and T stacking, the averaged phonon frequency at both 300
and 100 K can be estimated to be ω̅ ≈ 250 cm−1. Then, the
quantum kinetic energy (KE) of the phonon system can be
estimated as half of the total energy, which can be written using
Bose−Einstein statistics as

ω ω
ω

≈ ℏ ̅ + ℏ ̅
ℏ ̅ −

⎛
⎝⎜

⎞
⎠⎟KE

K T2 exp( / ) 1
/2QE

B

In contrast, the classical kinetic energy can be estimated as

≈KE K T/2CL B

In Figure 5a we plot out KEQE and KECL and their ratio KECL/
KEQE. One can see that the change of KECL/KEQE has a turning
point between 100−150 K, suggesting that below 100 K the
nuclear quantum effects increase distinctly. It can be seen that
KEQE (T = 100 K) ≈ KECL (T = 210 K), suggesting that to
simulate an experimental measurement at 100 K, one needs to
perform a simulation at around 210 K. Further, KEQE (T = 0 K)
≈ KECL (T = 180 K), implying the existence of zero-point
energy. It suggests that a temperature of 180 K is still needed to
simulate the measurement at 0 K.
To make a better comparison with experimental results, we

performed more detailed temperature-dependent simulations
for C7 and T stackings at 300, 250, 200, and 180 K. The results
are shown in Figure 5b,c. The details can be found in the
Supporting Information. For C7 stacking, the phonon-assisted
ultrafast charge transfer happens at 300 and 250 K, but
disappear at 200 K, suggesting the critical temperature for
ultrafast hole transfer is within 200−250 K range in the classical
regime; the corresponding temperature falls in 90−135 K range
if quantum nuclear effects are included. For T stacking, the
ultrafast process still happens when the temperature is
decreased to 180 K, implying that such an ultrafast process
can be observed even near zero temperature. By considering
the quantum nuclear effects, our model and simulations explain
the ultrafast hole transfer at 80 K observed in the experiments.5

The phonon-assisted ultrafast charge transfer is found for
both the C7 and T stackings: in both cases, the ultrafast charge
transfer happens through the MoS2@Γ−WS2@Σ and MoS2@

K−WS2@Σ pathways because energy differences between the
donors and acceptors are sufficiently small. Actually, the three
states of MoS2@Γ, MoS2@K, and WS2@Σ are located within
0.1 eV, and thus, the phonon-assisted charge transfer can
happen through either the Γ or the K point. The exact charge
transfer route could depend on the respective stacking structure
and other environmental factors. To confirm the independence
of the ultrafast charge transfer on stacking, we have tested the
least stable stacking, AA (see the Supporting Information), in
which the ultrafast hole transfer of 20 fs is also obtained. For
the AA stacking, which has the weakest interlayer interaction, a
lateral interlayer shifting is observed in the MD process.
However, this interlayer shifting does not influence the ultrafast
interlayer hole transfer. The stacking independent results are in
good agreement with the experiments.5,6,34,54

Alongside the experiments, there have been two recent
theoretical publications, which also discussed the ultrafast hole
dynamics at TMD vdW heterostructure interfaces. The work by
Long et al. investigated the charge transfer from MoS2 to
MoSe2 using a method similar to ours.55 However, instead of
choosing a hole donor state localized at MoS2, they chose the
highly delocalized MoSe2@Γ state as a donor state; what they
actually found is an intralayer relaxation from MoSe2@Γ to
MoSe2@K, which does not address interlayer charge transfer as
in our case. Wang et al. investigated the hole transfer from
MoS2 to WS2 using TDDFT based on the Ehrenfest
approximation,56 which is different from our surface hopping
scheme.57−59 In addition, the supercell that they used does not
include the Σ point in the Brillouin zone, and thus, the hole
acceptor state WS2@Σ is missing. That may explain why they
failed to find the ultrafast interlayer hole transfer.
To conclude, our results show that the charge transfer

through the NA (direct tunneling) mechanism is much slower
than the phonon-assisted AD process at vdW interfaces with
weak bonding. In MoS2/WS2, if phonon amplitudes are
reduced, the interlayer hole transfer by direct tunneling (NA
mechanism) takes about 300 fs even at the Γ point, which has a
relatively strong interlayer orbital hybridization; this is much
slower than the experimentally observed one transfer
time.5,6,33,34 Therefore, the calculated phonon-assisted (AD)
charge transfer mechanism is essential to explain the 50 fs time
scale charge transfer found in experiments.5 Finally, involve-
ment of small molecules at the interface is not completely ruled
out as an additional charge transfer pathway. Furthermore, we
are not able to include excitonic effects in our NAMD
calculations. We believe that the interfacial charge transfer can
take place even if the exciton binding energy is large as is the
case in 2D TMDs for two main reasons: (i) the actual exciton
binding energy in experiments is smaller than for an isolated 2D

Figure 5. (a) Temperature dependence of KEQE and KECL. The ratio KECL/KEQE is also plotted. (b,c) Time-dependent spatial hole localization at
different temperatures (300, 250, and 200 K for C7 stacking at Γ point (b), and 300, 250, 200, and 180 K for T stacking at K point (c)].

Nano Letters Letter

DOI: 10.1021/acs.nanolett.7b03429
Nano Lett. 2017, 17, 6435−6442

6440

http://pubs.acs.org/doi/suppl/10.1021/acs.nanolett.7b03429/suppl_file/nl7b03429_si_001.pdf
http://pubs.acs.org/doi/suppl/10.1021/acs.nanolett.7b03429/suppl_file/nl7b03429_si_001.pdf
http://dx.doi.org/10.1021/acs.nanolett.7b03429


system because of the additional screening provided by the
substrate;32,60−63 (ii) the intralayer exciton in single layer TMD
decays into a charge-transfer exciton, where the carriers still
experience the Coulomb interaction, rather than dissociating
into a free electron and hole.5,34,54,64 The barrier for decay from
an intralayer to an interlayer exciton must be smaller than the
binding energy of the intralayer exciton.
What is clear from our study is that the intrinsic phonon-

assisted charge transfer mechanism is important for different
TMD vdW heterojunctions since many of them have similar
band structures and alignments. The details of the e−p
coupling, however, would depend on the atomic masses and
other material-dependent factors, which might affect phonon-
assisted charge separation, but these factors can be addressed by
straightforward application of the ab initio NAMD simulations.
We expect that our atomic level perspective of the ultrafast
charge transfer at the vdW heterostructure interface provides
essential insights into the design and function of novel 2D
devices for optoelectronic and photovoltaic applications.
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