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Abstract—Recently, optical orthogonal frequency-division mul-
tiplexing (O-OFDM) technology has attracted intensive resarch
interests due to the reason that elastic optical networks cabe
constructed based on it. In this paper, we propose to solve ¢
dynamic routing, modulation, and spectrum assignment (RM-
SA) problem for time-variant unicast and multicast connecton
requests with adaptive genetic algorithms (GAs). The propsed
algorithms can be applied to network provisioning, where a
network operator needs to figure out an efficient way to serve
dynamic connection requests based on current network statu
In the GAs, unicast requests are encoded as genes directlyhile
each multicast request is decomposed into several relatedhicast

In WDM networks, routing and wavelength assignment
(RWA) is the fundamental problem for network planning and
provisioning [42—63], while the corresponding problem in O
OFDM networks is routing and spectrum assignment (RSA).
In RSA, network operators have to manipulate contiguous sub
carrier slots instead of discrete wavelength channelsidus
investigations have addressed the RSA algorithms for both
static network planning and dynamic network provisionigg [
41]. However, all RSA/RMSA algorithms mentioned above
were only designed for unicast traffic. Note that multicast i

requests and then encoded as a group of genes. The GAs therwidely used to support applications such as teleconfengnci

apply adaptive genetic operations to optimize dynamic RMSA
of the requests for efficient network provisioning. Simulatons

are designed with the NSFNET and US Backbone topologies. By

using the Poisson traffic model, we verify that the GAs could
converge within 25 - 45 generations, even for the high traffic

IP television, stock exchanges, and etc. Therefore, it sirelé
that dynamic RSA/RMSA in future elastic optical networks
can also support multicast traffic.

Previously, we proposed to incorporate efficient and effec-

load scenarios. We also implement several existing dynamic tive genetic algorithms (GAS) to solve network planninghwit

unicast/multicast-capable RMSA algorithms and compared leir
performance with that of the GAs. The simulation results
show that the proposed GAs outperform those existing ones
by providing more load-balanced network provisioning soluions
with lower request blocking probabilities.

Index Terms—Optical orthogonal frequency-division multi-
plexing (O-OFDM), Unicast/multicast traffic, Dynamic routing,
modulation, and spectrum assignment (RMSA), Adaptive gerte
algorithm

I. INTRODUCTION

static RMSA [2], and demonstrated that our algorithm could
outperform existing ones. In this paper, we extend our previ
works in [2] to solve RMSA in dynamic network environ-
ments with time-variant connections requests. The prapose
algorithms can be applied to network provisioning, where
a network operator needs to figure out an efficient way to
serve dynamic connection requests based on current network
status. Moreover, the proposed dynamic RMSA algorithm can
support both unicast and multicast connection requests. To
adapt to these requirements, we leverage the genetic ercodi

Recent advances on optical orthogonal frequency-divisisnoheme defined in [2] for static RMSA, define new fitness
multiplexing (O-OFDM) technology have demonstrated efunction, and optimize algorithm design to improve efficgn

ficient and elastic bandwidth allocation in the optical layeSpecifically, when traffic load is low, the GA tries to miniraiz
[1]. As a multi-carrier scenario, O-OFDM achieves ultrathe maximum number of subcarrier slots required on any fiber
high speed data transmission by grooming the capacitiesliok in the network; otherwise, its objective is to minimize
several narrow-band orthogonal subcarrier slots (bantiwidequest blocking. Also, since dynamic RMSA needs to provide
at a few GHz or smaller). Compared to wavelength-divisiomal-time solutions for dynamic requests on-the-fly, wegtes
multiplexing (WDM), O-OFDM provides an intrinsic finer and optimize an adaptive scheme.

bandwidth allocation granularity as a bandwidth-variable = The rest of the paper is organized as follows. Section Il for-
OFDM transponder can adjust subcarrier slots and assigm jusulates the problem of dynamic RMSA for unicast/multicast
enough spectral resource to each connection request [2—44fluest and defines the objective function. The design of
Together with its flexibility, O-OFDM also brings challergye the adaptive GA for dynamic unicast-capable RMSA and
to future optical networks, as more sophisticated netwotke corresponding performance evaluations are discussed i
control and management algorithms would be required f8ection Ill. Section IV extends the dynamic unicast-capabl
efficient and robust operations, especially in dynamic netw RMSA using GA to support multicast requests and investgjate
environments with time-variant connection requests. the performance. Finally, Section V summarizes the paper.



Il. PROBLEM FORMULATION multicast scheme in this work. A multicast requégtR; is
A. Network Model modelled with a structure that consists of a source roded
. . a destination node sdd,,,, whered € D,,, are the members
We consider a physical network topology@gV, £), where in the multicast group. The dynamic multicast-capable RMSA

V' is the node set and’ is the fiber link set. We assume the.. . . L
bandwidth of each subcarrier slot is the same, and each fieﬂrsrt determines the routing paths fromto each destination

X ) € D,,, and obtain a multicast path séR; ;};,d € Dy,.
link can accommodaté slots at most. The capacity of oner, : - .

. . . L o comply with the same-spectrum scheme, the modulation
subcarrier slot i€y, in Gb/s, when the modulation is BPSK ply P

. : ) - level M, of MR, is the same on different multicast paths,
g\e{ s_yra)t.)oTeltiee,r?c{eIstrfzec;r;:)c;cilijttug;nolri;/illc;n _teréns O;O?'ts and M; is chosen according to the longest routing path in the
. : o . S Cstor multi h sati. Then, N; i ined with Eqn.
different modulation-levels. In this work}/ can be 1, 2, 3 ulticast path se{ .} en. s obtained with Eq

) (). Finally, the spectrum assignmedmt is determined with
and 4 for BPSK, QPSK, 8-QAM and 16-QAM, respectwelythe First-Fit scheme, and it is also the same for all paths in

B. Dynamic RMSA for Unicast Requests {Rs,q}i- The RMSA solution of M R; can be expressed as
{{Rs,d}i» Mi,a;},d € Dp. MR, is blocked, if we cannot
find a feasible{{R; q4}:, M;,a;} for it. Note that we do not
support partial provisioning of a multicast request.\d@; is
blocked even if we cannot serve only one membeDip.

For an unicast requegf R; from nodes to d (s,d € V)
with a requested capacity &;, the dynamic RMSA starts
with determining the routing path ag, ,;. Herei is the
unique ID of the unicast request. The QoT-adaptive modariati
assignment then derives the modulation lewé] for UR; D. performance Metrics and Objective Function
based on the transmission Q|stanceRgfd,i. Specifically, we Similar as in static RMSA [2], we defing(-) as the function
assume that each modulation-level can support a maX|ml[1m . ) . .

o . . L 0 return the maximum index of used slot on a fiber link
transmission distance based on the receiver sensitiviias . . I
) . ; . Then, the maximum index of used slot on any link in the
when the distance permits, we always assign the highes

modulation level toUR; for high spectral efficiency. With nework is:
M;, we can obtain the number of contiguous slots as: Fy = maz(f(e)),Ve € B ©)
C; F is a performance metric for evaluating RMSA. A smaller
N; = fm1 + Nas 1) Fy reflects a better RMSA in terms of spectrum efficiency,

as the traffic is more evenly distributed in the network.

whereN¢p is the number of slots for the guard-band. Fina”%\leverthelessﬂ approaches toB, when the traffic load is

we use spectrum assignment to finalize the allocation o$ Sl(l’ﬁgh and frequent request blocking starts to happen. This is

along the fiber links onft,q;. We assume that there is N%n unique case for dynamic RMSA since we cannot adjust

spectrum conversion in the net\{vork. Therefore, the dy.nar.q&al spectrum resource on fiber links on-the-fly in dynamic
RMSA has to satisfy the_ constraints from spectrum Cor“Wu'[ruftwork provisioning. To emulate service provisioning in
spectrum non-overlapping, and Spectrum contiguousne@ss. yl wtica| network operations, we assume that instead ofbei
reflect current netv_vork resource ut|I|z_at|on, we deflne_ a b erved immediately upon arrival, the requests are colecte
mask b fqr each fiber !mke € L, Wh'_Ch containsi3 b'tS' and served at discrete service provision time in a periodic
Wh'en belj] = 1, th? J-th _SIOt one 1S taken, othng|se manner. Hence, another performance metfic is defined
belj] = 0. We also define a bit-mask with 3 bits to assist the as the number of blocked requests at each service provision

spectrum assignmer_n Gf1;. The bits ina; follow a similar ime. By considering these two metrics together, @igective
definition as those irb.. Then, the spectrum assignment o f dynamic RMSA is to minimize fitnes§ at any service
UR; becomes the problem of findinyy; contiguous bits in provision time:

a; to turn on based on all curret, e € R, 4,. In this
work, we use the First-Fit scheme for spectrum assignment min F =F,+ H -u(F,) + F, 3)

to geta;. The RMSA solution ofU R; can be expressed as . . -~ .
(R..ai, M;,a;}. We sayUR; is blocked, if we cannot find a where H > 0 is a large punishment coefficient to discourage
feé;iksllé{]g d‘_'M_ a;} for if{ ’ RMSA solutions that involve request blocking, ang) is

the unit step function that(z) = 1 for « > 0, otherwise
C. Dynamic RMSA for Multicast Requests u(x) = 0.

For multicast in WDM networks, three schemes have been m
summarized, 1) Same-wavelength scheme, where the gplittin
node does not change signal wavelength, 2) Same-output- . .
wavelength scheme, where the splitting node can charfye Genetic Encoding
signal wavelength, but the wavelengths for different ncaki Genetic algorithm (GA) is a metaheuristic that mimics the
paths are the same, and 3) Any-wavelength scheme, wheatural evolution in biological worlddlgorithm 1 describes the
the wavelengths for different multicast paths can be diffedetailed procedures of the proposed adaptive GA for dynamic
ent. Since we assume there is no spectrum conversionuimcast-capable RMSA. Before provisioning, the feasiblg+
an O-OFDM network, we only consider the same-spectruimg paths between eaghd pair in G(V, E) are pre-determined

A DAPTIVE GENETIC ALGORITHM FORDYNAMIC
UNICAST-CAPABLE RMSA



with a link-disjoint path search (LDPS) algorithrft, 4 is Algorithm 1 Adaptive Genetic Algorithm for Dynamic
defined as the set of feasible routing paths frero d. We Unicast-Capable RMSA
use a routing path table to map each path to an unique R-Index. get current network status, Ve € E;
For each pending requesfR; for a capacityC; that 2 P =;
needs to be served at current service provision time, the {Phase I: Construct Initial Populatiofis}
dynamic RMSA starts from randomly selecting a feasible3: while || is not large enouglo
routing pathR, 4; from R, 4, and it then determined/;, 4 b = be, Ve € E;
N;, anda; according to the procedures discussed in Section ~ {Construct an Individual Chromosonig
II.B. If a feasible RMSA solution can be found féfR;, it 5 7=,
is encoded as a ger®; = {R; 4, M;, N;}; otherwise,UR;,  6: for all pending request§ R; do

is blocked. After repeating the above procedures foriall 7: selectR; 4,; from R, 4 randomly;
pending requests, we form an individual chromosdinghat 8 computeM; and N; based on{ R, q,;, C;};
containsL genes. Finally, we select different routing pathso: construct a gen&; = {R; q4,;, Mi, N;};
for some/all of the genes to form different individuaf. 10: insert®; into J;

represents the population, i.e. the set of individuglsand 11: end for
B3] is the size of the population in the GA. We will elaboratet2: ~ for all genes{&;} in J do

on the details of genetic operations in the next subsection. 13: find a; based on{R; 4., N, bét)} using First-Fit;
14: if a feasiblea; existsthen

B. Adaptive Genetic Operations 15: update{b"}, e € E with a;
16: update@i = {Rs,d,iv M;, ai}

For each individuali and the corresponding network status ;. else

{b(t },e € E associated with it, we calculate the fitneBs 1g. record a blocking fois; in J;

with Egn. (3). Then, based on fitness the GA implements 1o update®; = { Ry 4.4, M;, &}

typical genetic operations, such as selection, crossavet, . end if

mutation in iterations (i.e. evolution generations), tdimze 51 end for

the dynamic RMSA solutions. 22 insert{J, {b"1} into P;

We design the selection operation with the tournamens: end while
selection to select pairs of individuals (e.g. parents)mfro {Phase II: Evolutioh
the current generation for crossover. The tournamenttefec 24: J,..; = @;
involves running several tournaments among a fixed numbgs: while GA has not convergedo
of individuals that are randomly chosen from the populations:  calculateF for individuals {37, {bgﬂ;} in P;
The winner of each tournament, i.e. the fittest one in therou,- calculateF,, for individuals {3, {bgt 1} in o
is selected. We then take pairs randomly from the selecteg 73, ., « the fittest one inp;

indiVidUaIS, and let them crossover to generate their obild 20: evo|ve§p for one generation with adaptive crossover
The crossover is a multi-point operation on the gene-level,  gnd mutation:

where certain number of parents’ genes are picked out aggl  calculate the degree of diversifyp for 5;

swapped at random locations. The actual number of geneszio end while

swap is calculated witll - p., whereL is the number of genes {Phase llI: Service Provisionifg

(i.e. pending requests) in the individual, gnds the crossover 3, provision all pending/R; based 01l

rate. From the RMSA perspective of view, crossover is to swag: ypdateb, based orliy..;;

the routing and modulation assignments of specific pending. start to collect new pending requests;

requests between two feasible dynamic RMSA solutions fag; wait for the next service provision time;

current service provision time. We keep the population size

constant during evolution, andp| fittest individuals from

the chromosome pool of parents and children are chosen

the next generation. These individuals then go through the

mutation phase, in which certain number of their genes areTo evaluate the GA's convergence performance, we define

modified randomly. Similarly, the actual number of genes fits degree of diversity as:

mutate in each individual is calculated with - p,,, where w1

pm iS the mutation rate. Specifically, we mutate a genedy k1, ka)
P X, @

AI gorithm Convergence Condition

modifying its routing and modulation assignments to other
feasible ones randomly. After crossover and mutation, the
spectrum assignment is performed again for each individuwahered(k, ko) returns the number of different genes between
to update its fitness. To improve the efficiency of the GA, wiadividuals J;, and J;, with L genes. We can claim that
adopt an adaptive mechanism to adjusandp,,, dynamically the GA has converged iDp has been lower than a pre-set
based on the individuals’ fithess. threshold for five generations or more.

k1=1 ko=ki1+1



(b) US Backbone Topology

Fig. 1. Topologies used in simulations, (a) NSFNET, and (b) US
Backbone, with fiber lengths in kilometers marked each link.

D. Performance Evaluations

We evaluate the proposed dynamic unicast-capable RMS
with GA (UC-RMSA-GA) in two mesh topologies, the 14-
node NSFNET and the 28-node US Backbone. The topologi
are shown in Fig. 1. We set the bandwidth of a subcarrie
slot as 12.5 GHz, and assume that the transmission reach
BPSK, QPSK, 8-QAM, and 16-QAM signals in it as 10000
km, 5000 km, 2500 km, and 1250 km, respectively. Since th
total bandwidth of the C-band is around 4.475 THz, we se
B = 358 as the number of slots on each fiber. The unicas
requests are generated using the Poisson traffic model. T
capacityC; of each request is randomly chosen within 10 -
100 Gb/s, and theis-d pairs are randomly selected too. At
each service provision time, the GA uses a population siz
B[ = 50.

Fig. 2 shows the convergence performance of UC-RMSA
GA when the traffic load is as high as 1000 Erlangs. We choo:t
the threshold ofDp as 0.05, according to the normal case foi
convergence evaluation. It can be seen that for both topspg
the algorithm has converged after around 25 generatiores. T
corresponding computation time is within 2 seconds on
computer with 2.4 GHz Intel Core 2 CPU and 2 GB RAM.
Hence, at each service provision time, the proposed U
RMSA-GA's computation overhead is tolerable for real-time
dynamic provisioning.

Degree of Diversity q,

Convergence Performance of UC-RMSA-GA (1000 Erlangs)
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Fig. 2. Convergence performance of UC-RMSA-GA when the traffic
load is 1000 Erlangs.
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g. 3. Unicast request blocking probability comparisons in (a)
SFENET and (b) US Backbone topologies.

We implement two existing algorithms, the shortest path and

First-Fit spectrum assignment (SP-FFSA), and the K-shbrte
paths and balanced-load spectrum assignment (KSP-BLSA

),

as the benchmark algorithms. Note that both algorithms webe comparisons on request blocking probability. Among the
proposed as RSA that did not consider modulation assighree dynamic RMSA algorithms, UC-RMSA-GA achieves the
ment, we modify them to RMSA algorithms. Fig. 3 shows$owest request blocking probabilities in both topologies.



IV. ADAPTIVE GENETIC ALGORITHM FOR DYNAMIC NSFNET Topology. p, = 0.2

MULTICAST-CAPABLE RMSA J
. . . 3 I !
A. Genetic Encoding and Operations 2 B
To extend UC-RMSA-GA to support multicast, we take a Em-'
multicast requestV/ R, = {s, D,,,C;} and decompose into =
a related unicast request sgfts, d, C;},d € D,,}. Then, we % 10°
encode each unicast request in the set as a gene with the s¢ =
procedures discussed in Section III.A. Note that to compl %m* L e
with the same-spectrum multicast scheme, the assignment « - MC-RMSA-SPT

modulation level)M; is kept the same for all related unicast

requests in the set, according to the longest routing pattnein e - " mrﬂgomau :Esr?aongs} - e o
multicast path sefRs 4}, d € D,,,. We use{R; 4} to construct

a multicast-tree foiM/ R;. Finally, the spectrum assignment

is determined for each related unicast request (i.e. geite) w
the First-Fit scheme based on the multicast-tegds the same , ——

(a)
US Backbone Topology, p= 02

for all related unicast requests derived frafR;. Since we do ;:.;" o ff*"f -
not support partial provisioning of a multicast requestR; 3 f//r
is blocked even if we cannot serve only one unicast reque ‘l;m 7.
in the set. $ ,//
With the genetic encoding mentioned above, an individue 381 v

can be constructed for all pending multicast requests aeotr £ 10°

. .. . . . = MC-RMSA-GA
service provision time, and then an initial population can b £ : & MC-RMSA-MST
obtained by grouping different individuals. We then apply +MC-RMEA-SPT
adaptive GA to the population to optimize the dynamic RM- 1005 300 350 400 450 500 550
SA solutions. Different from UC-RMSA-GA, the multicast- TYREN LA (B
capable RMSA with GA (MC-RMSA-GA) has to make sure (b)

that for all related unicast requests derived from the same

multicast request, their modulation and spectrum assigitsneFig. 4. Multicast request blocking probability comparisons in (a)
are always the same throughout the optimization. For examg'SFNET and (b) US Backbone topologies wiil = 0.2.

if crossover or mutation causes a change on the distance of th

longest routing path i{Rs.q},d € D,, and M; needs to be

updated, the genes of all related unicast requests areatpdaligorithms proposed in [5] to consider modulation assignme
accordingly. Same thing applies to the spectrum assignm@nt implement them as MC-RMSA algorithms. Fig. 4 and 5
a;. The dynamic RMSA solutions are still evaluated with thehows the comparisons on request blocking probability, and

fitness in Eqn. (3). we test two multicast-join probabilities gs; = 0.2 and
) py = 0.3. The results show that MC-RMSA-GA offers the
B. Performance Evaluations lowest request blocking probabilities, among the three MC-

The topologies used for simulations are still the NSFNERMSA algorithms.
and US Backbone as shown in Fig. 1. The simulation param-
eters are similar to those for the unicast scenario in Sectio
[11.D. To setup a multicast group, we first selecrandomly We put forward adaptive genetic algorithms (GAs) to
and then determin®,,, based on a multicast-join probabilityaddress dynamic unicast/multicast-capable RMSA in elasti
p.s. Specifically, for all nodesu(e V, v # s), they are selected optical networks that have time-variant connection retgles
to join the multicast group with a probability ¢f;. Hence, The proposed algorithms offered efficient ways of serving
the size ofD,, is variable in simulations. At each serviceghe dynamic multicast/unicast requests based on the durren
provision time, the GA uses a population sjg8 = 100. The network status at each service provision time. Simulations
multicast requests are also generated using the Poisdtia travere designed with the 14-node NSFNET and the 28-node
model. Note that since one multicast request associatés WitS Backbone topologies. By using the Poisson traffic model,
multiple related unicast ones, the multicast simulatiomsdle we verified that the GAs could converge within 25 - 45 gen-
more RMSA at each service provision time than the unicastations, even for high traffic-load scenarios. The comntprta
ones, under the same traffic load in Erlangs. time for each provisioning is well controlled within 9 sectsn

We then implement two multicast-capable RMSA algosn a normal personal computer with 2.4 GHz Intel Core 2
rithms, based on the shortest path tree (MC-RMSA-SPTPU and 2 GB RAM. Hence, the computation overhead from
and the minimal spanning tree (MC-RMSA-MST), as théhe GAs was not significant, and it is feasible to implement
benchmark algorithms. Specifically, we modify the MC-RSAhe GAs for real-time network provisioning.

V. CONCLUSION
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