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Abstract—In this technical report, we briefly review our
research efforts on cloud computing and datacenter networks,
which were mainly done in the period of 2012-2017. Specifically,
our studies covered three topics, 1) network virtualization with
virtual network embedding (VNE), 2) network function virtu al-
ization (NFV) with virtual network function (vNF) deployme nt,
and 3) agile management on intra-/inter-datacenter networks
(intra-/inter-DCNs). For each topic, we studied the network
architectures, the algorithms, and the system implementations.

Index Terms—Cloud computing, Datacenter networks, Net-
work virtualization, Network function virtualization (NF V).

I. I NTRODUCTION

NOWADAYS, the revolution on information and com-
munication technology (ICT) makes cloud computing

an attractive topic for both academia and industry [1–4].
The major innovation to enable cloud computing is resource
virtualization, i.e., tenants can lease both IT and bandwidth
resources from infrastructure providers (InPs) dynamically and
adaptively to realize their own services. Therefore, both the
resource utilization in the InPs’ networks and the time-to-
market and cost-effectiveness of the tenants’ services canbe
improved, and thus a “win-win” situation can be achieved.
Meanwhile, being the fundamental network infrastructure to
support cloud computing, the datacenter networks (DCNs)
have been studied intensively to improve their scalability,
sustainability, and cost-effectiveness. To this end, we studied
three topics related to cloud computing and DCNs in our
previous work, and the progresses on them are summarized
here.

In this report, we first report our efforts on virtual network
embedding (VNE) in Section II. Then, Section III discusses
how to optimize virtual network function (vNF) deployment.
The agile management on intra-/inter-DCN is reported in
Section IV. Finally, Section V summarizes the report.

II. V IRTUAL NETWORK EMBEDDING

Since its inception, the Internet has been growing rapidly
in terms of network size, user population, traffic volume, and
application variety, which makes supporting new networking
mechanisms and services timely more and more difficult. To
address this issue, network virtualization has been proposed
to allow heterogeneous virtual networks (VNTs) to be built
over the same substrate network (SNT). One of the major
challenges to realize network virtualization is how to allocate
resources in an SNT to VNTs efficiently, which is also known
as the famous virtual network embedding (VNE) problem.
Specifically, VNE includes both node mapping and link map-
ping, should be considered in different network scenarios,

and the system implementations to realize VNE in practical
networks should also be addressed.

In our research, we first considered how to solve the
VNE problem for generic networks, and proposed several
effective and time-efficient algorithms,e.g., in [5, 6], and then
use optical networks (i.e., both fixed-grid and flexible-grid
ones) as the SNTs to revisit the problem, such as in [7, 8].
Moreover, we also designed and implemented several network
virtualization hypervisor systems to realize VNE in practical
networks,e.g., in [9, 10]. Our proposals were verified with
both numerical and experimental results.

III. N ETWORK FUNCTION V IRTUALIZATION

The whole idea of network function virtualization (NFV)
is to replace the special-purpose hardware middle-boxes with
general-purpose switches, servers and storages. Hence, by
leveraging IT resources virtualization, we can realize virtual
network functions (vNFs) on the general-purpose network
equipment, to improve the cost-effectiveness and reduce the
time-to-market of new network services. In order to orchestrate
the IT and bandwidth resources in DCNs to deploy and
provision vNFs, we have designed the algorithms for realizing
vNF service chains in [11, 12], vNF trees in [13], and arbitrary
vNF graphs in [14].

IV. M ANAGEMENT OF DATACENTER NETWORKS

The remaining of our research efforts in the area of cloud
computing and DCNs were to achieve agile management of
DCNs. We considered how to provision anycast and multicast
services in inter-DCNs [15, 16], and studied how to jointly op-
timize the allocations of IT/bandwidth resources in inter-DCNs
[17]. Note that, the routing of data-transfers and scheduling
of computing tasks in inter-/intra-DCNs can greatly affectthe
performance of those networks, and thus we addressed them
in [18, 19]. Finally, we considered the applications of cloud
computing and DCNs in various areas [20].

V. CONCLUSION

For cloud computing and DCNs, our studies covered three
topics, 1) network virtualization with VNE, 2) NFV with vNF
deployment, and 3) agile management on intra-/inter-DCNs.
We have published 28 conference papers and 23 journal papers
for the topic. Students and researchers who interested in our
work in this area are encouraged to check the full versions of
the papers on http://www.zuqingzhu.info.
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