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Abstract—In this technical report, we briefly review our and the system implementations to realize VNE in practical
research efforts on cloud computing and datacenter networ&, npetworks should also be addressed.

which were mainly done in the period of 2012-2017. Specifidg] In our research, we first considered how to solve the

our studies covered three topics, 1) network virtualizatio with .

virtual network embedding (VNE), 2) network function virtu al- VNE problem for generic networks, and proposed several

ization (NFV) with virtual network function (vNF) deployme nt,  €ffective and time-efficient algorithme.g., in [5, 6], and then

and 3) agile management on intra-/inter-datacenter netwdks use optical networksi.g., both fixed-grid and flexible-grid

(intra-/inter-DCNs). For each topic, we studied the netwok gnes) as the SNTs to revisit the problem, such as in [7, 8].

architectures, the algorithms, and the system implementadns. \q-aqver, we also designed and implemented several network
virtualization hypervisor systems to realize VNE in preati

Index Terms—Cloud computing, Datacenter networks, Net- npetworks,eq., in [9, 10]. Our proposals were verified with
work virtualization, Network function virtualization (NF V). both numerical and experimental results

I. INTRODUCTION

OWADAYS, the revolution on information and com- I1l. NETWORK FUNCTION VIRTUALIZATION

munication technology (ICT) makes cloud computing
an attractive topic for both academia and industry [1—4&
The major innovation to enable cloud computing is resour
virtualization, i.e., tenants can lease both IT and bandwidt
resources from infrastructure providers (InPs) dynaryicaid
adaptively to realize their own services. Therefore, bbih t
resource utilization in the InPs’ networks and the time-t

The whole idea of network function virtualization (NFV)

to replace the special-purpose hardware middle-box#s wi
%neral—purpose switches, servers and storages. Hence, by
veraging IT resources virtualization, we can realizéual

network functions (vNFs) on the general-purpose network

equipment, to improve the cost-effectiveness and reduee th

market and t-effectiven f the tenants’ services n‘%i’me—to-marketofnew network services. In order to orclatet
arket and cost-etiectiveness ot the tenants: servicesbean,, |+ 5nq pandwidth resources in DCNs to deploy and

:\Tprover]ql, art;d_thutsh a f W'Q'W'n tsutuat;on ignfbe taCTeve%rovision vNFs, we have designed the algorithms for readizi
eanwhile, being the fundamental network INTTasrucwre { e saryice chains in [11, 12], vNF trees in [13], and arbitra
support cloud computing, the datacenter networks (DC = ;
oo . . . - graphs in [14].
have been studied intensively to improve their scalability
sustainability, and cost-effectiveness. To this end, weliet
three topics related to cloud computing and DCNs in our |V. M ANAGEMENT OF DATACENTER NETWORKS

previous work, and the progresses on them are summarized . _
here. The remaining of our research efforts in the area of cloud

In this report, we first report our efforts on virtual networkomputing and DCNs were to achieve agile management of
embedding (VNE) in Section Il. Then, Section Il discusse@CNs. We considered how to provision anycast and multicast
how to optimize virtual network function (vNF) deploymentServices in inter-DCNs [15, 16], and studied how to jointby o
The agile management on intra-/inter-DCN is reported fifnize the allocations of IT/bandwidth resources in infEENs

Section IV. Finally, Section V summarizes the report. [17]. Note that, the routing of data-transfers and scheduli
of computing tasks in inter-/intra-DCNs can greatly afftet
Il. VIRTUAL NETWORK EMBEDDING performance of those networks, and thus we addressed them

Since its inception, the Internet has been growing rapidly [18, 19]. Finally, we considered the applications of dou
in terms of network size, user population, traffic volumeg arfomPuting and DCNs in various areas [20].
application variety, which makes supporting new netwagkin
mechanisms and services timely more and more difficult. To
address this issue, network virtualization has been pexpos
to allow heterogeneous virtual networks (VNTSs) to be built For cloud computing and DCNs, our studies covered three
over the same substrate network (SNT). One of the majmpics, 1) network virtualization with VNE, 2) NFV with vNF
challenges to realize network virtualization is how to edite deployment, and 3) agile management on intra-/inter-DCNSs.
resources in an SNT to VNTSs efficiently, which is also knowkVe have published 28 conference papers and 23 journal papers
as the famous virtual network embedding (VNE) problenfor the topic. Students and researchers who interestedrin ou
Specifically, VNE includes both node mapping and link mamvork in this area are encouraged to check the full versions of
ping, should be considered in different network scenaria$ie papers on http://www.zugingzhu.info.

V. CONCLUSION
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