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rithms (GA) that can solve the routing, modulation-level, axd  Subcamier
spectrum assignments (RMSA) for both static and dynamic
optical orthogonal frequency-division multiplexing (O-OFDM)

networks, with high efficiency. Based on network status and

Abstract—In this paper, we discuss adaptive genetic algo- ~  rrpra rpicaas i

traffic information, the GAs encode the RSMA of lightpaths as el Camciaod:  Peeusey
genes and optimize them with a process that mimics the natuta Q’W
evolution. Both the crossover and mutation in the GAs operat 16QAM =

adaptively according to the fithess of individuals. The simlation 8QAM o ™

results show that compared with several existing algorithra, the QPSK : :
adaptive GA achieves better static network planning with moe BPSK $5§::’“""“‘f°'
efficient spectrum resource utilization in both the NSFNET ad Transmission Reach

US Backbone topologies. Meanwhile, the GA converges within
80 generations. In dynamic network provisioning, multi-ofjective
optimization is incorporated to improve spectral efficieny and
reduce blocking probability simultaneously. For low traffic cases
when there is no blocking, the GA focuses on minimizing the
maximum number of slots required on any fiber in the network. 16QAM BQAM QPSK BPSK Rul,ﬁngpammsmoe
Otherwise, it tries to minimize the blocking probability when
the traffic load is high. The simulation results also indicae that
the GA achieves the best provisioning performance in terms fo
blocking probability.

Index Terms—Optical orthogonal frequency-division multi-
plexing (O-OFDM), routing, modulation-level, and spectrun

Fig. 1. Flexible bandwidth allocation in O-OFDM systems

assignment (RMSA), adaptive genetic algorithm [24] can assign just-enough bandwidth to serve the lightpat
requests.
. INTRODUCTION The elastic nature of O-OFDM networks calls for more

With the rapid development of various network applicationsophisticated network planning and provisioning mechmanis
and the soaring of people’s desire on information, bandwids. Besides, the subcarrier slots allocated to each request
demand is growing continuously in the Internet and greatshould be contiguous in the frequency domain, and proper
accelerates the research and development of flexible anddulation-levels need to be selected to balance the tfladeo
scalable networking technologies. It has been demondtrateetween transmission performance and bandwidth efficiency
that a single optical fiber could support transmission of Zb solve these problems, effective routing, modulatiorele
Tb/s signal over more than 6000 km [1]. In order to utilizesthiand spectrum assignment (RMSA) algorithms are required for
tremendous optical bandwidth efficiently, researchersséile both network planning and provisioning. In [25], inspired b
searching for optical technologies for network planningl arthe wavelength-division multiplexing (WDM) network desig
provisioning [2-23]. Owing to the reason that it can achiewgith mixed line rates [11], the authors came up with a
high bandwidth efficiency and sub-wavelength granularitputing and spectrum assignment (RSA) algorithm based on
[24], optical orthogonal frequency-division multipleginO- the combination of shortest path routing and first-fit speutr
OFDM) technology recently has attracted intensive researassignment. In [49], the authors proposed a bandwidthieftic
interests [25-64]. As shown in Fig. 1, the traffic requesend distance-adaptive RMSA by figuring out K shortest paths
are carried by overlapped and orthogonal subcarrier fregyue for each lightpath request and selecting the one with the
slots, and hence elastic bandwidth allocation can be aetlieviowest available contiguous subcarrier slots. For netwad<
Moreover, the modulation-level of each slot can be adaptivésioning, dynamic RMSA algorithms have been discussed in
to accommodate various transmission reaches [25]. Under tf87] under the spectrum-continuity constraint, sinceogitical
mechanism, a bandwidth variable (BV) O-OFDM transpondspectrum converter may not be practically available in ts@rn



future. probability. Hence, the fitness function for dynamic networ
In this paper, we discuss how to achieve scalable apdovisioning is designed in [37] as

efficient O-OFDM network planning and provisioning with

genetic algorithms (GA). We put together adaptive GA whose Fa = maz(f(e)) + H - u(Fy) + Fy, Ve € E ®)

key parameters can change their values based on the opfiere H is a large constant for punishing blocking() is a
mization status. The rest of the paper is organized as fellownjt step function thap(z) = 1 for 2 > 0, otherwiseu(z) =
Section Il formulates RMSA problems for both static networly and 7, is the number of blocked requests. The objective of
planning and dynamic network provisioning. The designs @he dynamic network provisioning is to minimizg; at any
the adaptive GA are presented in Section Ill. In Section I\eryice provision time. When the traffic load is low and there
we evaluate the performance of the GA for RMSA in severgd no blocking, the fitness function will be the same as that
network topologies. Finally, Section VI summarizes thegyap i the static network planning (i.e. Eqn. (2)). For high fiaf

load, request blocking is considered i).
Il. PROBLEM FORMULATION q 9 a

A. Design Considerations of Satic O-OFDM Network Plan- !l DESIGN OFADAPTIVE GENETIC ALGORITHMS FOR
. RMSA
ning

For the static O-OFDM network planning, all the requests GA can obtain solutions of complicated optimization prob-
are known a priori. The RMSA problem is to assign routin{Ms by using techniques inspired by the natural evolution,
is the nodes set and is the fiber links set. The capacity ofS€ction.

a slot is reIaFed to the modulation-lev&!. If we def!neC A. Genetic Encoding for RMSA

as the capacity of a slot wheld = 1, then the capacity of a ] ) N
slot is M - C for different modulation-levels. In this workyy 1N GA, genetic encoding means decomposition of the solu-
can be 1, 2, 3, 4 for BPSK, QPSK, 8 QAM, and 16 QAMtion space into serval dimensions. Fig. 2 illustrates amgpta
respectively.) is determined by the transmission distance ¢ the genetic encoding procedure for RSMA. We first find
the routing path. For a lightpath request that ne@dslata- ©Out all feasible routing paths for eachd pair in G(V, E)
rate, the number of contiguous slatwe need to assign for Using a link-disjoint path search (LDPS) algorithm and deno

it is: the routing paths with an unique positive R-index to form a
N=T B 14N 1) routing path table. Secondly, for each pending reqliégt we
M-C g figure out the modulation—leve\lfi(k) and required slot number

where N, is a constant number for the slots of the subcarriér,”) based on the its capacity and the transmission distance
guard-bands. In this work, we assume that there is no spectraf the routing pathRi’f;i. To this end, we obtain a gene for

conversion available, and hence we must satisfy both thSA of the requesLR;, Gene!” = {R(kg. M® Ny
spectrum continuity and spectrum non-overlapping coimgtra o . b
P y P pping For network provisioning, the RMSA adf R; overRiﬁii may

n Ithe tn?_tworktvslarlzm?g. : the bandwidth be unavailable due to resource limitation, and we record a
n stalic network planning, we assume the bandwi r?'quest blocking in this case. An individual chromosome tha
source on the fiber links is large enough that no lightpa ntains numbers of genes can be formed by repeating the

re(iuestk ISI bloc_:ke(_j. ?o_r ;:]e:jtam “ghtﬁ)at? r_?ques: set, “hdl'ben .above procedures for all pending requests. Then, by condini
network planning Is finished, we evaluate Its pertiormanda Wl yito ot individuals, a population can be constructed.
a fitness function defined in [37] as

F, = maz(f(e)), Ve € B @ B. Genetic Operations
When the genetic encoding for all individuals in a popu-
wheref(-) is the function to return the index of the maximumation is done, we compute their fithess with the functions
used slot on a link in G(V, E). A smaller fitnesg, reflects in Eqn. (2) or Eqn. (3), for static network planning or
a more efficient RMSA, as we can allocate a smaller numbgynamic network provisioning, respectively. We then méli
of slots per fiber link to satisfy the same traffic demandSournament Selection to select pairs of individuals frora th
Therefore, we strive to find the RSMA that can minimize current population, based on their fitness values, as marent
in the network planning. for crossover. Crossover is a multi-point operation on the
gene-level, which means that certain number of genes are
selected and swapped at random locations of parents based on
a crossover ratig,. (i.e. the crossover probability of a gene).
For dynamic O-OFDM network provisioning, the RMSAWe take pairs randomly from the parents and apply crossover
problem focus on how to serve time-variant lightpath retgiesto them. New offspring individuals are produced with the
Since the occurrences of request blocking may become wmessover. We select fittest individuals as the next geioerat
avoidable and we have to try our best to minimize the blockirfgom the whole population pool that includes both parents an

B. Design Considerations of Dynamic O-OFDM Network
Provisioning
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Fig. 2. Genetic encoding for the RMSA problem in an elastic O-
OFDM network

(a)

offsprings, while keeping the population size as consféne
selected individuals then go through the mutation phase in ;
which certain number of genes are randomly changed base: 106 366 306 @60 S s 7 wa s foo0
on a mutation ratig,,. The two key parameters, the crossover

ratio p. and mutation ratig,,,, play vital roles in GA. Here,

we adopt an adaptive mechanism to alter them based on thi
individuals’ fitness. (b)

Maximum Used Slot Index in US-B Network F

" 500 J : GA-RMSA
poed | —&—SP-FFSA

C. Fitness Update and Algorithm Convergence

Note that every time after crossover or mutation we need to
assign spectrum for all individuals again to update theies.

Maximum Used Slot Index in NSF Network F

For each individual, the spectrum assignment is performed R = S
with theFirst-Fit scheme that use the first available contiguous _ . .
slots along the path Fig. 4. The comparisons of; from three different static RMSA

; L. algorithms for (a) US Backbone and (b) NSFNET topologies
One important aspect of a GA is its convergence perfor-

mance, as shorter convergence time implicates betterithigor
design. To qualify the GAs convergence performance, we

define a diversity degree as: lightpath requests are selected randomly and the requited b
Puivo—l Pui.. rate is uniformly distributed from 10 Gb/s to 100 Gb/s. The
D. — 2z dlky, k2) (4) Ppopulation size of the GA is 50.
P Psize (Psize - 1)

k=1 k=ki1+1

whered(k1, k») denotes the number of different genes among  gatic Network Planning with RMSA
all L genes between individual and individualks, Ps;.. is
the size of the population. We claim the GA has converted For network planning, Fig. 3 depicts the evolutionsIof
when D,, becomes lower than a threshold for certain numbaiith the adaptive GA, for request sets that contain 800 and
of generations. Here the empirical value of the threshold 1900 lightpath requests. The simulation is performed whith t
obtained by running a large number of simulations that eablSFNET and US Backbone topologies. It can be seen that the
involves hundreds of generations. GA converges within 80 generations for both topologies. Fig
4 compares the network planning results from the GA based
RMSA algorithm to two existing algorithms, the ShortesttPat
We conduct our simulations using the NSFNET (with 1&outing and First-Fit Spectrum Assignment (SP-FFSA), and
nodes and 22 links) and US Backbone (with 24 nodes atite K-Shortest Path Routing and Balanced Load Spectrum
43 links) topologies. We assume that the bandwidth of eaflssignment (KSP-BLSA). When comparing to the results
subcarrier slot is a constant as 12.5 GHz, and for the dynarfiiom the SP-FFSA and KSP-BLSA, we can see that the GA-
provisioning, the network is deployed on C-band spectruRIMSA reduces the frequency slots uptd0%,~35% in the
that contains 4.75 THz bandwidth, i.e. 358 slots can B¢SFNET topology, and-32%, ~16% in the US-B topology,
accommodated on each optical link. Thel pairs of the respectively.

IV. PERFORMANCEEVALUATIONS
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B. Dynamic Network Provisioning with RMSA

For network provisioning, the traffic requests arrives dy-
namically obeying the Poisson process. We evaluate the con
vergence performance of the GA with tiig, defined in Eqgn.
(4), and Fig. 5 shows the results with the NSFNET and US
Backbone topologies. If we set the thresholdyf at 0.05 for P e N »

5 generations, we can see that the GA has converged-aftér

generations in both topologies. We perform simulationdwifig. 6. The evolutions ofF;; from three different dynamic RMSA
different traffic loads to show the performance of GA. Fig. @lgorithms in NSENET topology for a) low traffic case (100&ags)
and 7 depict the performance comparisons of the GA-RMSH (0) high traffic case (800 Erlangs)

to SP-FFSA and KSP-BLSA, by using the NSFNET topology.

Fig. 6 plots the maximum used slot index in the network, at

each service provision time. Comparing with SP-FFSA and

KSP-BLSA, the GA-RMSA provides the smallest used slot

index throughout the simulation for the low traffic case (100 10e0 e T

Erlangs), while for the high traffic case (800 Erlangs), the
network with the GA-RMSA approaches to the saturation
state with the slowest speed. With respect to the blocking
probability, Fig. 7 reveals the comparisons of the blocking (@) £ roe2
probability from different dynamic RMSA algorithms in both ;
the NSFNET and US-Backbone topologies. Obviously, the . i _
blocking probability from the GA-RMSA is the smallest and . _T;_:?Fg';iﬂ
has a average reduction e20%, compared to those from the —¥— GA-RMSA
SP-FFSA and KSP-BLSA. b 1000 2000 3000 4000 5000

Traffic Load (Erlangs)
US Backb T I
V. CONCLUSION _ ackbone Topology

We discussed adaptive genetic algorithms to solve RMSA
for efficient O-OFDM network planning and provisioning.
Given the network topology and requests information, we
encoded the RMSA of all lightpath requests as genes anc ()
optimized them with the GA. In static RMSA for network
planning, the GA was proved to produce better solutions than
several existing algorithms. In dynamic RMSA for network —E— SPFFSA
provisioning, the GA offered an efficient way of serving the 10e.4 : i j , i
dynamic lightpath requests based on the current netwottssta ™R R T
at each service provision time.

(b)

150
< KSP-BLSA
= SP-FFSA

+GA-RMSA

Maximum Used Slot Index in Metwork F

10e-11

robability

ing

Blocki

10e-2

10e-3+

Blocking Probaility

~€— KSP-BLSA

Fig. 7. Blocking probability comparisons for (a) NSFNET and (b)
ACKNOWLEDGMENTS US Backbone topologies

This work has been supported by the Program for New
Century Excellent Talents in University (NCET) under Pobje



NCET-11-0884, and the Natural Science Foundation of Anhjas]
Province under Project 1208085MF88.

(1]
(2]

(3]

(4]

(5]

(6]

(7]

(8]

El

[10]

[11]

(12]

(23]

[14]

[15]

[16]

[17]

(28]

[19]

[20]

[21]

[22]

[24]
REFERENCES

J. Caiet al., “20 Thit/s transmission over 6860 km with sub-Nyquist[25]
channel spacing,J. Lightw. Technol., vol. 30, pp. 651-657, Feb. 2012.

Z. Zhu et al., “RF photonics signal processing in subcarrier multiptexe
optical-label switching communication systems,” Lightw. Technal.,

vol. 21, pp. 3155-3166, Dec. 2003. [26]
, “10,000-hop cascaded in-line all-optical 3R regetien to
achieve 1,250,000-km 10-Gb/s transmissiolEEE Photon. Technol.

Lett., vol. 18, pp. 718-720, Mar. 2006. [27]
Z. Pan e al., “Demonstration of variable-length packet contention
resolution and packet forwarding in an optical-label shiitg router,”

IEEE Photon. Technal. Lett., vol. 16, pp. 1772-1774, Jul. 2004. [28]
——, “Advanced optical-label routing system supportimgulticast,
optical TTL, and multimedia applications). Lightw. Technol., vol. 23,
pp. 3270-3281, Oct. 2005. [29]

Z. Zhu et al., “High-performance optical 3R regeneration for scalable
fiber transmission system applicationd,’Lightw. Technal., vol. 25, pp.
504-511, Feb. 2007.

Z. Zhu, Z. Pan, and S. Yoo, “A compact all-optical sub@ardabel-
swapping system using an integrated EML for 10-Gb/s optiabél-
switching networks,1EEE Photon. Technol. Lett., vol. 17, pp. 426-428, [31]
Feb. 2005.

Z. Zhu ¢t al., “Jitter and amplitude noise accumulations in cascaded all
optical regeneratorsJ. Lightw. Technol., vol. 26, pp. 1640-1652, Jun. [32]
2008.

, “Energy-efficient translucent optical transport twerks with
mixed regenerator placement]’ Lightw. Technol., vol. 30, pp. 3147—
3156, Oct. 2012.

M. Funabashkt al., “Cascadability of optical 3R regeneration for NRZ
format investigated in recirculating loop transmissiorerofield fibers,”
|EEE Photon. Technol. Lett., vol. 18, pp. 2081-2083, Oct. 2006.

Z. Pan, H. Yang, Z. Zhu, and S. Yoo, “Demonstration of atiaal-label
switching router with multicast and contention resolut@rmixed data [35]
rates,”|[EEE Photon. Technal. Lett., vol. 18, pp. 307-309, Jan. 2006.
Z. Zhu, “Mixed placement of 1R/2R/3R regenerators ianslucent
optical networks to achieve green and cost-effective deSigEEE
Commun. Lett., vol. 15, pp. 752-754, Jul. 2011.

M. Funabashiet al., “Optical clock recovery and 3R regeneration for
10-Gb/s NRZ signal to achieve 10,000-hop cascadabilityla@@0,000-
km transmission,1EEE Photon. Technol. Lett., vol. 18, pp. 2078-2080, [37]
Oct. 2006.

J. Caoet al., “Error-free multi-hop cascaded operation of optical labe

(30]

(33]

(34]

(36]

switching routers with all-optical label swapping,”Roc. of OFC 2003,  [38]
pp. 1-3, Mar. 2003.
——, “11-hop operation of optical-label switching sgst with all-  [39]

optical label swapping,” ifProc. of ECOC 2003, pp. 1-3, Sept. 2003.

Z. Zhu et al., “1000 cascaded stages of optical 3R regeneration with
SOA-MZI-based clock enhancement to achieve 10-Gb/s 1Psd@  [40]
dispersion uncompensated transmissid&EE Photon. Technol. Lett.,

vol. 18, pp. 2159-2161, Oct. 2006.

Z. Pan et al., “Experimental demonstration of variable-size packef41]
contention resolution and switching in an optical-labeltsking router,”

in Proc. of OFC 2004, pp. 1-3, Mar. 2004.

——, “All-optical label swapping, clock recovery, anR¥egeneration [42]
in 101-hop cascaded optical-label switching router nektwdrlEEE
Photon. Technol. Lett., vol. 18, pp. 2629-2631, Dec. 2006.

——, “101-hop cascaded operation of an optical-labeitaving router
with all-optical clock recovery and 3R regenerationEEE Photon.
Technol. Lett., vol. 18, pp. 1654—-1656, Aug. 2006.

Z. Pan, H. Yang, Z. Zhu, and S. Yoo, “Experimental denti@i®n of a
multicast-capable optical-label switching router,”"Rnoc. of OFC 2005,
pp. 1-3, Mar. 2005.

Y. Jin, Y. Wen, Q. Chen, and Z. Zhu, “An empirical invegtion of
the impact of server virtualization on energy efficiency fpeen data
center,” Comput. J., vol. 56, pp. 977-990, Aug. 2013.

Z. Zhu, W. Zhong, and C. Wan, “Joint optimization of mikeegenerator
placement and wavelength assignment for green translucptital
networks,” inProc. of ACP 2011, pp. 1-3, Nov. 2011.

[43]

[44]

[45]

[46]

J. Yao, P. Lu, and Z. Zhu, “Minimizing disaster backupndow for
geo-distributed multi-datacenter cloud systems,Phoc. of ICC 2014,
pp. 3631-3635, Jun. 2014.

Z.Zhu, W. Lu, L. Zhang, and N. Ansari, “Dynamic servicepisioning

in elastic optical networks with hybrid single-/multi-parouting,” J.
Lightw. Technol., vol. 31, pp. 15-22, Jan. 2013.

L. Gong, X. Zhou, W. Lu, and Z. Zhu, “A two-population I
evolutionary approach for optimizing routing, modulatiand spectrum
assignments (RMSA) in O-OFDM networks|EEE Commun. Lett.,
vol. 16, pp. 1520-1523, Sept. 2012.

Y. Yin, M. Zhang, Z. Zhu, and S. Yoo, “Fragmentation-ae/aouting,
modulation and spectrum assignment algorithms in elagifcal net-
works,” in Proc. of OFC 2013, pp. 1-3, Mar. 2013.

Y. Yin et al., “Spectral and spatial 2D fragmentation-aware routing and
spectrum assignment algorithms in elastic optical netari Opt.
Commun. Netw.,, vol. 5, pp. A100-A106, Oct. 2013.

L. Gonget al., “Efficient resource allocation for all-optical multicasy
over spectrum-sliced elastic optical networkd, Opt. Commun. Netw.,
vol. 5, pp. 836-847, Aug. 2013.

M. Zhanget al., “Bandwidth defragmentation in dynamic elastic optical
networks with minimum traffic disruptions,” iRroc. of ICC 2013, pp.
3894-3898, Jun. 2013.

W. Lu and Z. Zhu, “Dynamic service provisioning of adeareservation
requests in elastic optical networks]’ Lightw. Technol., vol. 31, pp.
1621-1627, May 2013.

L. Gong, W. Zhao, Y. Wen, and Z. Zhu, “Dynamic transpareintual
network embedding over elastic optical infrastructur@s,Proc. of ICC
2013, pp. 3466-3470, Jun. 2013.

W. Lu et al., “Dynamic multi-path service provisioning under diffetiah
delay constraint in elastic optical networkdEEE Commun. Lett.,
vol. 17, pp. 158-161, Jan. 2013.

L. Liu et al., “Software-defined fragmentation-aware elastic optical
networks enabled by OpenFlow,” Proc. of ECOC 2013, pp. 1-3, Sept.
2013.

W. Shi, Z. Zhu, M. Zhang, and N. Ansari, “On the effect arglwidth
fragmentation on blocking probability in elastic opticatworks,”|EEE
Trans. Commun., vol. 61, pp. 2970-2978, Jul. 2013.

L. Gong and Z. Zhu, “Virtual optical network embeddinggNE) over
elastic optical networksJ. Lightw. Technol., vol. 32, pp. 450-460, Feb.
2014.

M. Zhang, C. You, H. Jiang, and Z. Zhu, “Dynamic and adegpt
bandwidth defragmentation in spectrum-sliced elastidgcapnetworks
with time-varying traffic,”J. Lightw. Technol., vol. 32, pp. 1014-1023,
Mar. 2014.

X. Zhou, W. Lu, L. Gong, and Z. Zhu, “Dynamic RMSA in elast
optical networks with an adaptive genetic algorithm,” Rroc. of
GLOBECOM 2012, pp. 2912-2917, Dec. 2012.

F. Jiet al., “Dynamic p-cycle protection in spectrum-sliced elastitical
networks,”J. Lightw. Technal., vol. 32, pp. 1190-1199, Mar. 2014.

X. Liu, L. Gong, and Z. Zhu, “On the spectrum-efficienteolay multi-
cast in elastic optical networks built with multicast-ipedle switches,”
IEEE Commun. Lett., vol. 17, pp. 1860-1863, Sept. 2013.

L. Yang et al., “Leveraging light-forest with rateless network coding
to design efficient all-optical multicast schemes for étagiptical
networks,”J. Lightw. Technal., vol. 33, pp. 3945-3955, Sept. 2015.

S. Shenet al., “Dynamic advance reservation multicast in data center
networks over elastic optical infrastructure,” Rroc. of ECOC 2013,
pp. 1-3, Sept. 2013.

W. Lu et al., “Implementation and demonstration of revenue-driven
provisioning for advance reservation requests in Openi€lomtrolled
SD-EONSs,”IEEE Commun. Lett., vol. 18, pp. 1727-1730, Oct. 2014.
W. Lu and Z. Zhu, “Malleable reservation based bulkedatansfer
to recycle spectrum fragments in elastic optical netwbrlds,Lightw.
Technol., vol. 33, pp. 2078-2086, May 2015.

M. Zhang et al., “Spectrum defragmentation algorithms for elastic
optical networks using hitless spectrum retuning techesguin Proc.

of OFC 2013, pp. 1-3, Mar. 2013.

Z. Zhu et al., “OpenFlow-assisted online defragmentation in single-
/multi-domain software-defined elastic optical netwdrks, Opt. Com-
mun. Netw,, vol. 7, pp. A7-Al15, Jan. 2015.

L. Zhang and Z. Zhu, “Dynamic anycast in inter-dataeentetworks
over elastic optical infrastructure,” iRroc. of ICNC 2014, pp. 491—
495, Feb. 2014.



[47]

(48]

[49]

[50]

[51]

[52]

(53]

[54]

[55]

[56]

[57]

(58]

[59]

(60]

[61]

[62]

[63]

[64]

X. Liu, L. Gong, and Z. Zhu, “Design integrated RSA for hicast
in elastic optical networks with a layered approache,” Aroc. of
GLOBECOM 2013, pp. 2346-2351, Dec. 2013.

X. Chen, F. Ji, and Z. Zhu, “Service availability oriedt p-cycle
protection design in elastic optical networkd,”Opt. Commun. Netw.,
vol. 6, pp. 901-910, Oct. 2014.

L. Zhang, W. Lu, X. Zhou, and Z. Zhu, “Dynamic RMSA in spean-
sliced elastic optical networks for high-throughput seevprovisioning,”
in Proc. of ICNC 2013, pp. 380-384, Jan. 2014.

C. Chenet al., “Demonstration of OpenFlow-controlled cooperative
resource allocation in a multi-domain SD-EON testbed acrosltiple
nations,” inProc. of ECOC 2014, pp. 1-3, Sept. 2014.

W. Lu, X. Zhou, L. Gong, and Z. Zhu, “Scalable network miéng
for elastic optical orthogonal frequency division mukiping (OFDM)
networks,” inProc. of CSINDSP 2012, pp. 1-4, Jul. 2012.

L. Liu, Z. Zhu, and S. Yoo, “3D elastic optical networks femporal,
spectral and spatial domains with fragmentation-aware NRS&lgo-
rithms,” in Proc. of ECOC 2014, pp. 1-3, Sept. 2014.

L. Zhang and Z. Zhu, “Spectrum-efficient anycast in &tagptical inter-
datacenter networksOpt. Switch. Netw,, vol. 14, pp. 250-259, Aug.
2014.

X. Liu, L. Zhang, M. Zhang, and Z. Zhu, “Joint defragmetion of
spectrum and computing resources in inter-datacenter onleswover
elastic optical infrastructure,” ifProc. of ICC 2014, pp. 3289-3294,
Jun. 2014.

Z. Zhu et al., “Demonstration of cooperative resource allocation in an
OpenFlow-controlled multidomain and multinational SD{E@stbed,”
J. Lightw. Technal., vol. 33, pp. 1508-1514, Apr. 2015.

C. You, M. Zhang, and Z. Zhu, “Reduce spectrum defragatem
latency in EONs with effective parallelization of connectireconfigu-
rations,” in Proc. of OFC 2014, pp. 1-3, Mar. 2014.

F. Ji et al., “Dynamic p-cycle configuration in spectrum-sliced elasti
optical networks,” inProc. of GLOBECOM 2013, pp. 2170-2175, Dec.
2013.

M. Zhanget al., “Adaptive spectrum defragmentation with intelligent
timing and object selection for elastic optical network$wiime-varying
traffic,” in Proc. of ECOC 2013, pp. 1-3, Sept. 2013.

X. Chenet al., “Flexible availability-aware differentiated proteatian
software-defined elastic optical networks,”Lightw. Technol., vol. 33,
pp. 3872-3882, Sept. 2015.

X. Chen, S. Zhu, L. Jiang, and Z. Zhu, “On spectrum effitifailure-
independent path protection p-cycle design in elasticcaptietworks,”
J. Lightw. Technal., vol. 33, pp. 3719-3729, Sept. 2015.

X. Chenet al., “On efficient protection design for dynamic multipath
provisioning in elastic optical networks,” iRroc. of ONDM 2015, pp.
251-256, May 2015.

W. Fanget al., “Joint defragmentation of optical spectrum and IT re-
sources in elastic optical datacenter interconnectiahpt. Commun.
Netw., vol. 7, pp. 314-324, Mar. 2015.

X. Chenet al., “Leveraging master-slave openflow controller arrange-
ment to improve control plane resiliency in SD-EONGpt. Express,
vol. 23, pp. 7550-7558, Mar. 2015.

W. Lu, Z. Zhu, and B. Mukherjee, “Data-oriented mallEabeservation
to revitalize spectrum fragments in elastic optical neksgrin Proc. of
OFC 2015, pp. 1-3, Mar. 2015.



