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The Box-Cox transformation technique: a review 
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Abstract. Box & Cox (1964) proposed a parametric power transformation technique in order to reduce 
anomalies such as non-additivity, non-normality and heteroscedasticity. Although the transformation has been 
extensively studied, no bibliography of the published research exists at present. An attempt is made here to 
review the work relating to this transformation. 

1 Introduction 

Many important results in statistical analysis follow from the assumption that the 
population being sampled or investigated is normally distributed with a common variance 
and additive errror structure. When the relevant theoretical assumptions relating to a 
selected method of analysis are approximately satisfied, the usual procedures can be 
applied in order to make inferences about unknown parameters of interest. In situations 
where the assumptions are seriously violated several options are available (see Graybill, 
1976, p. 213). 

(i) Ignore the violation of the assumptions and proceed with the analysis as if all 
assumptions are satisfied. 

(ii) Decide what is the correct assumption in place of the one that is violated and use a 
valid procedure that takes into account the new assumption. 

(iii) Design a new model that has important aspects of the original model and satisfies 
all the assumptions, e.g. by applying a proper transformation to the data or filtering 
out some suspect data point which may be considered outlying. 

(iv) Use a distribution-free procedure that is valid even if various assumptions are 
violated. 

Most researchers, however, have opted for (iii) which has attracted much attention as 
documented by Thoeni (1967) and Hoyle (1973) among others. In this paper the 
parametric power transformation proposed by Box & Cox (1964) is reviewed in the 
context of model simplification as well as that of finding a metric in which the theoretical 
assumptions made in an analysis are more nearly satisfied. 

2 The Box-Cox transformation and some alternative versions 

Tukey (1957) introduced a family of power transformations such that the transformed 
values are a monotonic function of the observations over some admissible range and 
indexed by 

y(A)=Yt ; I() 
(tlog Yj; i =? 
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for yi > 0. However, this family has been modified by Box & Cox (1964) to take account of 
the discontinuity at A=0, such that 

y { 
t (2) 
log yi; )A=0 

and that for unknown A 

Y (Y, (A) I --y y()II () I=X0+8 

where X is a matrix of known constants, 0 is a vector of unknown parameters associated 
with the transformed values and s MVN (0, u2in) is a vector of random errors. The 
transformation in equation (2) is valid only for yi > 0 and, therefore, modifications have 
had to be made for negative observations. Box & Cox proposed the shifted power 
transformation with the form 

A(A) = f {(Yi+ 2) 1 }/1; (3l ) ? t 
109g (Yi + A2); Al = 0 

where Al is the transformation parameter and A2 is chosen such that Yi> -2 
Manly (1976) suggested another alternative which can be used with negative 

observations and which is claimed to be effective at turning skew unimodal distributions 
into nearly symmetric normal-like distributions and is of the form 

y( {(exp (AYi)- 1)/i; ;LA 0 (4) 

John & Draper (1980) introduced the so-called modulus transformation which is 
considered to normalize distributions already possessing some measure of approximate 
symmetry and carries the form 

y()) = 5 sign(yj){(YI + 1) -11}/i; A=A 0) 
(sign (yi){log (lyil + 1)}; i =0 

Bickel & Doksum (1981) suggested another modification so that distributions of y() 
with unbounded support such as the normal distribution can be included. 

For i >0, the extension is 

y( )- {IyjI` sign (yi) - 1}/2I (6) 

It is important to note that the range of y(? in equations (1H3) and (5) is restricted 
according to whether A is positive or negative. This implies that the transformed values do 
not cover the entire range (- oo, + oo) and, hence, their distributions are of bounded 
support. Consequently, only approximate normality is to be expected. 

3 Estimation of the transformation parameter 

Box & Cox (1964) proposed maximum likelihood as well as Bayesian methods for the 
estimation of the parameter A. Further Bayesian considerations have also been outlined 
by Pericchi (1981) and Sweeting (1984). Some robust adaptations of the estimation 
procedures have been studied by Carroll (1980; 1982 a), Bickel & Doksum (1981), Carroll 
and Ruppert (1985), Taylor (1983, 1985a,b, 1987) and Carroll & Ruppert (1987). The 
extension of the Box-Cox procedure to multivariate data has been proposed in Andrew 
etal. (1971, 1973), Dunn & Tubbs (1980) and Beauchamp & Robson (1986). An 
approximation for the precision of the maximum likelihood estimate has been presented 
by Draper & Cox (1969) with a subsequent correction by Hinkley (1975). Cressie (1978) 
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suggested a simple graphical procedure to estimate the transformation parameter by 
utilizing the principle of one degree or freedom for non-additivity in a two-way table 
without replication while Hernandes & Johnson (1980) proposed to estimate the 
transformation by minimizing the Kullback-Leibler information in examining the large 
sample behaviour of transformation to normality. A more analytical procedure to 
estimate the transformation parameter which simultaneously corrects for the non- 
additivity and heterogeneity of residuals has been proposed by Hinkley (1985). The 
approach is based on likelihood analysis for local deviations from a normal theory linear 
model. A non-parametric estimator of the transformation based on Kendall's rank 
correlation was proposed by Han (1987), and is found to be more consistent and efficient 
than the maximum likelihood estimator. The application of the Box-Cox technique to 
simple random effects models was suggested by Solomon (1985) and has been extended to 
cover all mixed models by Sakia (1988). Computer programs for estimating A are given by 
Chang (1977 a) with a modification by Huang et al. (1978). 

4 Hypothesis tests and other inferences on the transformation parameter 

It is frequently of interest to test whether the estimate of the Box-Cox transformation 
parameter conforms to a hypothesized value. Box & Cox (1964) used the asymptotic 
distribution of the likelihood ratio to test some hypotheses about the parameter. Andrews 
(1971) further proposed a test for the value of the parameter whose null distribution is 
known and which is easier to calculate. This test was developed by ignoring the Jacobian 
of transformation whose omission was later investigated and, hence, incorporated in 
another test by Atkinson (1973) in which the power of the three tests was also compared. 
Tests derived from the likelihood were found to be more powerful. A robust competitor to 
these tests has been proposed by Carroll (1980). Atkinson's score statistic has been further 
standardized by Lawrance (1987 a) and a simulated comparison of the two tests indicate 
that the standardized statistic has improved standard normal behaviour relative to 
Atkinson's test. Lawrance's statistic has been extended to models where response and 
mean may both be transformed by Hinkley (1988). Furthermore, as an alternative to the 
likelihood ratio confidence interval for testing hypotheses about the transformation 
parameter, Lawrance (1987 b) has given an asymptotically justifiable expression for the 
estimated variance of i which leads to more efficient hypothesis tests on A than Atkinson's 
(1985, p. 100) which is based on a regression analogy for constructed variables. A more 
recent improvement of both Atkinson's test and Lawrance's standardized score statistic 
has been proposed by Wang (1987) and is said to give a more accurate approximation to 
the standard normal. A simulated comparison by Atkinson and Lawrance (1989) of the 
test statistics concluded that, in general, Atkinson's test is very similar to Lawrance's test. 
They suggested, however, that the small samples used in the study could have masked the 
superiority of Lawrance's test as claimed earlier. While Draper & Cox (1969) have shown 
that the estimation of A is fairly robust to non-normality as long as the variable has a 
reasonably symmetric distribution, this may not -be the case when skewness is 
encountered. Thus, Poirier (1978) investigated the effect of the transformation in limited 
dependent variables, i.e. variables which have been possibly censored or truncated thus 
introducing some skewness. The procedure maximizes the likelihood function of the 
truncated normal distribution. Although the asymptotic properties of the maximum 
likelihood estimators are known, little is known about their small sample properties. 
Spitzer (1978) examined the small sample properties of the parameter estimates employing 
a Box-Cox transformation. The procedure was found to be usefully implemented under 
the assumption of approximate normality. For forecasting purposes, the forecasts were 
unbiased and their variances were remarkably low. Bickel & Doksum (1981) studied 
consistency properties of the Box-Cox estimates of the transformation parameter in the 



172 R. M. Sakia 

linear model as well as the asymptotic variances of these estimates. They found that in 
linear regression models with small to moderate error variances, the asymptotic variances 
of these parameters are much larger when the transformation parameter is unknown than 
when it is known and in some unstructured models the cost of not knowing A was found to 
be moderate to small. Moreover, they concluded that the performance of all Box-Cox 
type procedures is unstable and highly dependent on the parameters of the model in 
structured models with small to moderate error variances. This statement has been refuted 
by way of clarification by Box & Cox (1982). Also in response to the work of Bickel & 
Doksum (1981), further discussions have been presented by Carroll & Ruppert (1981), 
Carroll (1982a) and Hinkley & Runger (1984). Doksum & Wong (1983) have used 
asymptotic and Monte Carlo methods to study the effect of estimation of parameters on 
tests of hypotheses and concluded by asymptotic efficiency results that when the Box-Cox 
transformation is used, tests used on transformed data have good power properties. It is 
generally accepted therefore, that the standard methods for the normal theory linear 
model are justifiable when applied to the transformed variable as if the transformation 
parameter was known beforehand, i.e. not making an allowance for its estimation from the 
data. An incorporation of the Box-Cox transformation in situations where the theoretical 
considerations already provide a regression function has been examined by Wood (1984) 
and Carroll & Ruppert (1984, 1988) by transformating simultaneously the response and 
the theoretical model and, by a Monte Carlo study, concluded that for estimating the 
model parameters there is little cost for not knowing the correct transformation a priori. 
More recently, the subject of transforming theoretical or empirical models has been 
examined by Ruppert et al. (1989) in fitting the Michaelis-Menten model, as well as its 
error structure. Rudemo et al. (1989) applied the power transformation for the logistic 
model in bioassay where it was found to perform well on the basis of the data set used. A 
theoretical as well as a simulation comparison of the conditional and unconditional tests 
of hypothesis after a Box-Cox power transformation in linear models with a single error 
vector has been conducted by Wixley (1986). Unconditional likelihood ratio tests are 
shown to have the more correct level. 

5 Empirical determination of the functional form 
It has been acknowledged in econometric studies that the determination of the functional 
relationship that may exist between some variables of interest need not be based on a priori 
economic rationale. The simplest procedure that has been accepted and successfully 
applied is the Box-Cox transformation technique. In much of the research that has been 
undertaken, the following functional form has been accepted as standard: 

q 

Y(A?) = 0+ E fljx(.iA + Ei (7) 

where y(iO) and x(iA are the transformed regressand and regressants, respectively, and Ei 
represents the random errors. The presence of a model constant is a prerequisite to 
preserving the scale invariance as indicated by Schlesselman (1971). Zarembka (1968) 
considered the functional form in the demand for money as related to both real income 
and interest rate with a common A while White (1972) estimated the liquidity trap with the 
same restrictions on A. Heckman & Polacheck (1974) studied the relationship between 
earning, schooling and experience with a generalized A whereas Kau & Lee (1976) 
considered the functional form between population density and the distance from the 
central business district with Al = 1. Khan & Ross (1977) determined the aggregate form of 
the import demand equation with a common A and Mills (1978) considered the functional 
form for the UK for money. (for further comments, see also Oxley, 1982). Chang (1977 b, 
1980) estimated the functional relationship for demand of meat in the USA with AO =?A, 
which has also been discussed by Gemmil (1980). Spitzer (1976) considered the 
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relationship between the demand for money and the liquidity trap with a generalized Box- 
Cox parameter. An examination of the aggregate import demand equation by Boylan 
et al. (1980) was constrained to a common A and a further examination by Boylan & 
O'Muircheartaigh (1981) constrained A1=A3,=1=4A2 This was further generalized by 
Boylan et al. (1982). Lin & Huang (1983) estimated the generalized functional form for the 
yield trend of wheat, corn and soybean. Newman (1977) estimated the relationship 
between the incidence of malaria and the mortality rate and concluded that the functional 
specificiation obtained by using the Box-Cox procedure was superior to earlier 
specifications. Some different procedures for estimating the transformation parameter in 
normal error models have been examined by Spitzer (1982 a, b) which, although leading to 
essentially the same estimates, differ in terms of computational time. Poirier (1978) studied 
some estimation methodology when the error terms are truncated normal. For some 
discussion of the interpretation of estimated coefficients in Box-Cox models, see Poirier & 
Melino (1978), Huang & Kelingos (1979), Mallela (1980) and Huang & Grawe (1980). The 
generalized Box-Cox transformation has also been applied to model price changes (e.g. 
Milon et al., 1984) and demand and supply elasticities (Bessler et al., 1984). Soybean yield 
functions have been examined by Miner (1982) and Davison et al. (1989) have modelled 
US soybean export. They concluded that the transformation provides approximately 
normally distributed error terms, a condition which is important for hypothesis testing 
and the construction of confidence intervals. It is important however, to point out that 
when certain a priori restrictions are placed on the transformation parameter, some 
behavioural properties are also unnecessarily forced upon the function. Since the Box- 
Cox transformation procedure calls for the resulting functional form to be entirely an 
outcome of the estimation process, any form of restrictions to be imposed on an a priori 
basis should be avoided as much as possible. 

6 Variance heteroscedasticity and autocorrelation of the error structure 

Although the Box-Cox procedure and, in particular, the maximum likelihood method, 
has been shown to be robust to non-normality so long as there is reasonable symmetry in 
the disturbances (Draper & Cox, 1969), Zarembka (1974) has indicated that the procedure 
is not robust with respect to heteroscedasticity. There is a bias in estimating the 
transformation parameter towards that transformation of the dependent variable which 
leads to the stabilization of the error variance. This problem has prompted some 
modification of the Box-Cox procedure to take into account the estimation of A in models 
with heteroscedastic error. Much of the work is based on assuming (or empirically 
estimating) the relationship between the variance and the mean. For example, Zarembka 
(1974) assumed a relationship of the form 

V(yi) = U2[E(yi)]} E(yi) >0 (8) 

where 6 was assumed to be known. 
More recently, Lahiri & Egy (1981) assumed the variance of the transformed response 

to be of the form 

V(y(A)) = a2Za 9 V(t~ - (9) 

for exogenously given zi and both U2 and ( to be unknown. However, both the above forms 
have been modified by Sarkar (1985) to take into effect the heteroscedasticity of the 
transformed response. It is based on assuming that the variance of a Box-Cox 
transformed variable can be approximated by Bartlett's (1947) variance stabilization 
procedure as 
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Then by further assuming equation (8) but with ( unknown, we obtain 

V(y )) _ [E(yi)]- 2+a (11) 

Maximum likelihood estimation is used to estimate the transformation parameter A and 
the form of heteroscedasticity ( simultaneously. Note that for homoscedasticity to be 
achieved (5= 2- 2A, a case which has been considered earlier by Box & Hill (1974), 
Pritchard et al. (1977), Hinz & Eagles (1976) and in a slightly different context by Pritchard 
& Bacon (1977). Further consideration of variance stabilization was undertaken by 
Dunn & Tubbs (1980) in the context of several multivariate populations with possibly 
unequal covariance matrices. The transformation was used to enhance homogeneity of 
the covariance, leading to reduction of the heterogeneity effect upon the analysis of the 
linear model. Seaks & Layson (1982) extended the Box-Cox transformation to correct for 
heteroscedasticity and autocorrelation in econometric models in which they used some 
analogous variation of the standard model to estimate the transformation parameter. In 
an earlier paper, Savin & White (1978) stressed that failure to correct for autocorrelation 
in a Box-Cox transformation can cause misleading results in the sense that an indication 
of autocorrelation might really be a problem of functional form in disguise. A more 
generalized procedure of the Box-Cox transformation in models with a heteroscedastic 
error has been considered by Blayblock et al. (1980) and Blayblock & Smallwood (1985) 
by estimating the analytic form of heteroscedasticity simultaneously with the non- 
stochastic part of the model in empirically determining the functional form of the import 
demand equation. Due to the interdependent relationship between heteroscedasticity in 
the error term and the transformation parameter on the dependent variable, a failure to 
incorporate a variance stabilization modification in Box-Cox transformation may 
adversely affect the conclusions. 

7 Effect of outliers and influential cases 

The selection of a transformation may be properly viewed as model selection and, in this 
initial phase of analysis, influential cases can have particularly important and lasting 
effects that are difficult to uncover in the subsequent analysis. Thus, an outlying 
observation in the original scale may conform in the transformed scale. It is therefore 
necessary to find if the evidence for the particular transformation- is spread evenly 
throughout the data or just within a few -cases. Atkinson (1982) introduced some 
diagnostic displays of outlying and influential observations in multiple regression and 
their possible reduction by a transformation. Some criteria for estimating the transform- 
ation through the use of constructed variables are suggested by Atkinson (1983, 1985) and 
this has been extended to the power transformation after a shift in location. Carroll (1980, 
1982 b) proposed robust estimators of the transformation parameter by replacing the 
normal likelihood with an objective function that is less sensitive to outlying responses. 
Cook & Wang (1983) described a method to measure the influence of cases on the Box- 
Cox likelihood estimate of the response transformation parameter in linear regression and 
this is indicated to be superior to Atkinson's for the purpose of detecting influential cases 
for a transformation. Atkinson (1986) further extended his work by deriving some 
expressions for estimating the effect of deletion of observations on the estimate of the 
transformation parameter and some subsequent tests of hypotheses. 

8 Prediction in the original scale 
One of the most controversial arguments in data transformation has been about which 
final scale to use in making some inferences, i.e. whether one should make unconditional 
inferences about the regression parameters in the correct but unknown scale as in Bickel & 
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Doksum (1981) or a conditional inference for an appropriately defined regression 
parameter in an estimated scale as advocated in a rebuttal by Box & Cox (1982) and 
Hinkley & Runger (1984). To avoid this problem, Carroll & Ruppert (1981) studied the 
cost of estimating the transformation parameter when inferences are to be made in the 
original scale of the observations. They concluded that for prediction as well as other 
problems in the original scale, there is a cost due to estimating the transformation 
parameter which is not generally severe. In the same manner Carroll (1982c) focused 
attention on estimating the median of response in the original scale for a given regressant 
specifically when the transformation parameter is restricted to a finite set and their 
analysis shows that restricted estimation of the transformation parameter can possibly 
lead to inferences different from maximum likelihood estimation of the median response. 
Rather than estimating the median, Taylor (1986) has given an approximate method for 
estimating the mean of the dependent variable after a Box-Cox transformation. The 
approximation is shown to be inaccurate when the transformation parameter is close to 
zero and when the error variance is large. It is also shown that there is some cost in 
estimating the transformation parameter, although not a severe one. Sakia (1988, 1990) 
has extended the approximation to cover all balanced mixed models. In addition, 
expressions for the variance of the estimated mean and the bias due to retransformation 
are provided. In a Monte Carlo experiment Smallwood & Blayblock (1986) examined the 
forecasting performance of the power transformation and showed that the sign and 
magnitude of the transformation parameter influence the forecasting performance. 

9 Conclusions 

The Box-Cox transformation has been widely used since it was first proposed. It has 
inspired a large amount of research on its applicability as well as on the drawbacks arising 
from its use. However, one thing is clear; that seldom does this transformation fulfil the 
basic assumptions of linearity, normality and homoscedasticity simultaneously as 
originally suggested by Box & Cox (1964). The Box-Cox transformation has found more 
practical utility in the empirical determination of functional relationships in a variety of 
fields, especially in econometrics. 
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